Online Control Design for QoS Management

Sherif Abdelwahed†  Sandeep Neema†  Joseph Loyall‡  Richard Shapiro‡

Abstract – In this paper we present an approach for QoS management that can be applied for a general class of real-time distributed computation systems. In this paper, the QoS adaptation problem is formulated based on a utility function that measures the relative performance of the system. A limited-horizon online supervisory controller is used for this purpose. The online controller explores a limited region of the state-space of the system at each time step and decides the best action accordingly. The feasibility and accuracy of the online algorithm can be assessed at design time.
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1 Introduction

In multi-process environment with performance variations, multiple applications share and compete for a limited amount of resources. Given the variations of resource availability, an adaptation mechanism needs to be implemented to ensure certain level of fairness and minimum level of services as well as satisfying user-defined priorities among the competing applications. This requires applications, in distributed computing environment, to be able to adjust their demands based on the availability of resources while preserving the requirements of their critical components. In addition, the overall system must possess a capability to rearrange the resources between various applications depending on their demands and the availability of resources.

There is a growing interest to apply automatic control techniques for QoS management in distributed computation systems. In [8] a two level control structure is used to manage QoS at the middleware level. In this framework, a PID controller is used to adjust the resource distribution at the system level. The adaptation provided from this controller is mapped to specific application adaptation using fuzzy controllers. A flexible structure for control-based adaptation is presented in [12]. The underlying project aims to provide a library to create feedback control loops for QoS management and adaptation. Another toolkit to construct feedback control loops is described in [7]. Combined estimation and compensation control has been applied in [10] to enhance the performance of a Lotus Notes server. Control theoretic techniques have also been used for congestion control in networks [2].

In the development of feedback control for QoS management, a (linear) discrete-time model is usually assumed. However, the dynamics of practical distributed computation systems are typically complex involving both discrete-event and continuous-time dynamics. Systems with such mixed discrete-event and continuous-time dynamics are usually referred to as Hybrid systems. Considerable research work has been dedicated recently to the study of hybrid systems. See for example [4, 5] and the references therein.

In this paper, we present an online approach to the QoS adaptation of a general class of real-time computing systems modeled as switching hybrid system. The QoS control problem requires the system to optimize a given utility function during its operation. The proposed approach does not require the existence of a finite-state quotient equivalent for the system. Moreover, the approach can be adapted to accommodate possible changes in the system parameters that may occur as a result of a fault or parameter changes in time-varying systems.

The proposed procedure is conceptually similar to the model predictive control approach [9, 11] in which a limited time forecast of the process behavior at each state is optimized according to given criteria. Also related to our work is the limited lookahead supervision of discrete event systems (DES) [6]. In this approach a tree of all possible states is generated up to a given depth, then a control action is chosen to satisfy the specification.
2 Modeling for QoS management

In order to utilize control theory for QoS adaptation a suitable model for the underlying computational system needs to be established. System model captures the relationship between the observed system parameters - particularly, those relevant to the requirement specifications - and the control inputs used to adjust these parameters. In general, the system model can be given at the outset or identified through parameter estimation techniques. Typically, an initial model is build for those system components with known dynamics while parameter estimation and learning techniques are used to identify other unknown parts of the system.

Typical distributed computation systems contain both time and event-driven dynamics. The timed-driven dynamics are usually sampled in practical systems so without loss of generalization we will assume that such dynamics is described by discrete-time difference equations. In real-time computation systems queues, filters, and sampling units can be modeled as (linear) discrete-time systems. On the other hand communication protocols and certain software components are event-driven structures which can be described by finite state machines possibly with timing information. Such components of different dynamics can interact through an interface composed of event generators that maps discrete time signals into events (for example a threshold detection event), and actuators which maps events to discrete-time signals (for example a desired level of the queue).

There are several available models to describe hybrid dynamic systems. A general class of hybrid systems can be represented by hybrid automata [3]. In this paper, however, we consider a special class of hybrid systems, referred to as switching systems, that can describe switching dynamics associated with most real-time computation systems. Switching hybrid system can be described by the discrete-time equation

\[ x(k+1) = \phi(x(k), r(k)) \]

where \( k \in 0, 1, \ldots \) is the time index, \( x(k) \subset \mathbb{R}^n \) is the sampled form of the continuous state vector at time \( k \), and \( r(k) \subset \mathbb{R}^m \) is the discrete valued input vector at time \( k \). We will use \( X \) and \( R \) to denote the state space and the input set for the system, respectively. For each input \( r \in R \), the function \( \phi(\cdot, r) \) is continuous in \( X \) and meets the conditions for existence and uniqueness of solutions for a set of initial states \( X_o \subseteq X \). We assume that the set of inputs \( R \) is finite. Boldface letters are used here to denote vectors and vector-valued signals. We will use the subscript \( i \) to distinguish the \( i \)th component for a vector, for example, \( x_i \) denotes the \( i \)th component of the state vector \( x \), and \( \phi_i(x, r) \) denotes the \( i \)th component of the map \( \phi(x, r) \).

The above model is general enough to describe a wide class of hybrid systems, including nonlinear systems and piece-wise linear systems. The requirement that the input set \( R \) is finite is typical in many practical computer-controlled systems, where the input is usually discrete and restricted to a finite set. It is important to note, however, that the proposed online control approach is more suitable for systems with small number of control inputs as, in general, the size of the search tree grows exponentially with the number of input switching signals which is proportional to the size of the input set. Many real-time computation systems have a limited finite (quantized) set of control inputs and therefore can be adequately captured using the above model.

In real-time computation systems, performance specifications can be classified into two categories. The first type is set-point specifications in which the underlying parameter (variable) is required to be maintained at specific level or follow a certain pattern. Examples of this type include utilization level of the server, minimal acceptable frame rate, and queue size. The other type of specification is used for performance enhancement where it is required to maximize or minimize the underlying variable. In this case several variables can be lumped together with different weights in one function, typically referred to as utility or cost function. In general, it is assumed that the two sets of variables involved in these two types of specifications are disjoint.

The objective of adaptation is to achieve the desired levels of the set-point specifications in reasonable time while maintaining the system stable at the desired value. In addition, it is required to optimize the given utility functions. In most situations, set-point specifications take precedence over utility optimization. Due to the nature of the computation environment, it is common that variables that contribute to the utility function are evaluated over a quantized finite domain. For example, the quality of the result of a given task varies with respect to the size of the input which can only take a finite set of values.

In this paper we are primarily dealing with the second type of specifications. We assume that the optimal performance of system is expressed in a utility function defined over a finite domain of systems variables and parameters. However, it is easy to see that a utility function can also be used for set point control by considering the difference between the current value and the desired level. The precedence factor can be approximated by considering high weights for the set point variables relative to the utility variables.

3 Control of switching systems

The problem of optimal performance is stated as follows. Given a switching hybrid system \( H \) and a utility function \( U \) and a range of operation \( X_r \subseteq X \), design a supervisor \( S \) that can maximize the given utility function for the given region of operation. In this paper we assume that the set \( X_r \) is convex. The key requirement
to the success of this control action is the ability of the controller to keep minimizing the given utility function at any point in the operation region of the system. It is also required that the system is maintained within a predefined operation region which is typically defined as a limit on the values of some or all of the system variables.

To achieve the above objective, we propose an online supervision algorithm that explores only a limited part of the system state space and selects the next input based on the available information about the current state. For the safety control problem, the selection of the next step is based on a utility map \( U : \mathbb{R}^n \rightarrow \mathbb{R} \) that defines the current level of performance of the system. We assume that the argument of the map \( U \) is the current state. For the safety control problem, the selection of the argument \( U \) is then traced back to the current state. A state \( x \) satisfies the set of states with the utility based on the map \( U \), or simply picked at random. The chosen state is the optimal state. The distance map can be generally defined as follows

\[
D_s(x) = ||x - x_o||
\]

where \( ||.|| \) is a proper norm for \( \mathbb{R}^n \). In other words, \( D_s(x) \) defines the minimal distance between \( x \) to the optimal state. The above measure can be extended easily to the case when optimal utility is associated with a region \( X_o \) rather than a point. In this case, \( D_s(x) \) will be defined as the minimal radius of all spheres centered at \( x \) that contain at least one point from \( X_o \).

Given the above settings, a hybrid system \( H \) is said to be *online controllable* in the region \( X_r \subseteq X \) if there exists \( \delta_{X_r} > 0 \) such that for any partition \( \{n^+, n^-\} \) of the set \([1 \ldots n]\) there exists an input \( r \in R \) such that \((\forall x \in X_r)(\forall i \in [1 \ldots n])\),

\[
i \in n^+ \Rightarrow \phi_i(x, r) - x_i > \delta_{X_r},
\]

\[
i \in n^- \Rightarrow x_i - \phi_i(x, r) > \delta_{X_o}
\]

That is, \( H \) is online controllable in the region \( X_r \) if at any state \( x \in X_r \) it is always possible to find an input that can control the next step direction by incrementing some components of \( x \) and decrementing the other components. The requirement that the increments (decrements) be greater than a given positive number is needed to ensure that the system does not converge to a fixed point within the region \( X_r \).

Consider a hybrid system \( H \) which is online controllable within a region \( X_r \). For a state \( x_r \in X_r \), write \( \phi_r(x_r, k) \) for the state \( x(k) \) obtained from the online control algorithm after \( k \) time steps starting from \( x_r \). The *accuracy error* of the online controller within the region \( X_r \) and for a distance map \( D_s \) after \( k \) time steps is defined as follows,

\[E_k(X_r, D_s) = \min\{D_s(\phi_r(x_r, k)) | x_r \in X_r\}\]

That is, \( E_k(X_r, D_s) \) is the minimal distance to the safe region that can be obtained starting at any state in \( X_r \) after \( k \) time steps. The accuracy error of the online controller can be estimated based on the upper limit of the distance covered by the system in a single step. Write \( \delta_{X_r} \) for the maximal single step absolute change to any component in a state \( x \in X_r \) under any input from \( R \), namely \( \delta_{X_r} \) is equal to

\[
\max\{|\phi_i(x, r) - x_i| | x \in X_r, r \in R, i \in [1 \ldots n]\}
\]

Write \( \delta_{X_r} \) for the vector \( (\delta_{X_1}, \ldots, \delta_{X_n}) \). Then,

**Proposition 1** There exists \( N > 0 \) such that

\[
(\forall k > N) \quad E_k(X_r, D_s) \leq 0.5 ||\delta_{X_r}||
\]

Therefore, an online controllable system \( H \) can be driven by the online controller in finite time to the optimal state \( x_o \in X_r \) with a maximum accuracy error of...
0.5∥δX,∥. This means it is always possible to reach a near optimal performance (depending on the accuracy) in a finite time interval. In the implementation of the online control, the set X, may need to be adjusted to take into account this accuracy error as well as the existence of measurement noise.

The parameters δX, δX can be used to reduce the search tree in the online control algorithm. The algorithm can safely stop exploring if there is no prospect of further reduction in the current minimal distance along any path starting from the current node up to the limit of the search tree. This can easily be determined using the values δX, δX, and the predefined depth of the search tree.

4 Case study

This section describes a prototype signal detection system, developed by Southwest Research Institute, San Antonio, Texas, that we are using to evaluate the QoS adaptation approach presented above. A typical signal detection system accepts as input a finite-duration, time-domain signal and classifies it according to the properties of interest, such as modulation (Phase Shift Keying vs. Frequency Shift Keying), carrier frequency, symbol rate, etc. The signal classification takes a finite amount of time, and provides a confidence measure in the quality of the results. The classification is done using highly involved signal processing algorithms. It is often the case that several of these detection algorithms are parameterized and may be "tuned" to trade-off the quality (accuracy) of the result with the computation time in order to achieve the desired real-time performance. The system operates as follow:

1. A random number of new signals arrive at any given point of time in the field of operation of the system. The number of signal arriving at time k is denoted B(k). In certain situations, the number of arriving signals can be approximated as an auto-regressive stochastic process.

2. Typically there are more than one signal arriving at each time unit. These signals are added to a FIFO queue in order to be processed by the system.

3. The signal detection module removes one signal from the queue, buffers it temporarily and processes a fraction (we refer to this fraction as feature level in the rest of this section) of it. In case the processed fraction was sufficient to correctly classify the signal, as determined by the lower threshold on the confidence measure, then the signals is discarded from the buffer and a new signal is fetched from the queue. Otherwise, a larger fraction of the signal is taken from the buffer and classification is reattempted on this larger fraction. The end result of the signal detection is the estimated symbol rate, the computation time required, and a confidence measure. Note that the confidence as well as the computation time required depends upon the fraction of the signal that is used for classification.

4. A user-defined utility function continuously assesses the utility of the system which. The utility is defined with respect to the quality of the results i.e. confidence measure, the throughput i.e. the number of signals classified per unit of time which is a function of the average compute time, and the latency i.e. time between when signal enters the queue, and when it is classified, which is a function of the queue-size.

The above operational scenario is augmented with an online controller module that monitors various system variables and estimates the utility of the system, and adjusts the feature level in a closed loop such that the overall utility of the system is maximized.

We have realized this operational scenario in a Matlab/Simulink model. Figure 1 depicts the Simulink model of the signal detection system integrated with an online controller. The individual modules in the Simulink model are described below.

Signal Source This module simulates the arrival of new signals in the field of operation of the system. At any time instant, this block adds n signals to the queue. The signals are real data signals, read from pre-recorded wave files. The number of signals arriving at time k is denoted B(k). In many situations, it is reasonable to approximate the incoming signals as an auto-regressive stochastic process.

Queue This module simulates a queueing function that updates the number of unprocessed signals in the queue based on the number of new signals received, and the signals being processed by the signal detection module. The current level of the queue is denoted q(k).

Buffer This module simulates a signal buffer. Depending on the state of the switch v(k + 1), as set by the controller module, it either retrieves a new signal from the queue, and dispatches a fraction n(k + 1) of it to the signal detection module, or delivers another fraction of the same (previously retrieved) signal to the signal detection module.

Signal Detection This module performs classification on the fraction of the signal delivered by the buffer module. It uses a PSK feature extraction algorithm provided by Southwest Research Institute. The module outputs the PSK symbol rate, as well as a confidence measure c(k) which estimates the quality of the computations, and computation time.

The online control module uses the Utility module to obtain an estimation of the next step utility given
the current state and inputs. The Utility module relies on two estimation modules. The first is the signal estimation module which estimates the next level of the queue based on the current level and the estimated signal model. The estimated next queue level is given by

\[ \hat{q}(k+1) = q(k) + \hat{B}(k)\hat{\pi}(k) - v(k+1) \]

where \( \hat{B}(k) \) is the estimated rate of incoming signal, \( \hat{\pi}(k) \) is the estimated computation time per data unit. Note that in the above setting, the time between the \( k \) and \( k + 1 \) instances, denoted \( t(k) \) is not fixed and depends on the amount of data input to the Feature extraction module, namely, \( n(k+1) \). Typically \( t(k) \) grows almost linearly with \( n(k+1) \). Also, an auto-regressive model is used to estimate \( B(k) \) given the previous measurement. The parameters of this model is updated at each time instance.

The quality of the processing at the feature extraction algorithm is given through a confidence measure \( c(k) \). The confidence \( c(k) \) depends to a large extent on the size of the feature level \( n(k+1) \). An initial model to estimate \( B(k) \) given the previous measurement.

The factors \( a_1 \) and \( a_2 \) are user specified and defines the relative importance of the real-time versus accuracy performance of the system. The online controller uses the estimated utility \( \hat{U}(k+1) \) (based on \( \hat{q}(k+1) \) and \( \hat{c}(k+1) \)) for given set of inputs up to a finite number of forward steps to decide the best input to maximize the utility.

**Simulation result**

Figures 2 and 3 below show some results from a simulation run. It can be observed from the results shown below that the controller tunes the feature level, to maximize the utility, which decrease because of increasing queue size over some periods. In the absence of such adaptation it can be expected that the queues will overflow, resulting in either system failure or missing of potentially interesting signals.

**5 Conclusion**

In this paper we presented an online hybrid control approach for the QoS management which can be applied to a wide range of real-time distributed computation systems. The proposed approach explores a limited depth tree of all possible transitions from the current states. The online controller can be tested at design time for feasibility and accuracy.
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Figure 2: Number of Incoming Signals and the Queue Level

Figure 3: Controller Outputs: Feature Level $n(k)$ and Next Signal $v(k)$


