Abstract—In model-based development, verification techniques can be used to check whether an abstract model satisfies a set of properties. Ideally, implementation code generated from these models can also be verified against similar properties. However, the distance between the property specification languages and the implementation makes verifying such generated code difficult. Optimizations and renamings can blur the correspondence between the two, further increasing the difficulty of specifying verification properties on the generated code. This paper describes methods for specifying verification properties on abstract models that are then checked on implementation level code. These properties are translated by an extended code generator into implementation code and special annotations that are used by a software model checker.

I. INTRODUCTION

Model-based development (MBD) is a software and system design paradigm based on abstractions called models. Domain-specific modeling languages (DSMLs) [1] provide the ability to represent models that are specific to a particular problem domain. Cast in this light, Matlab/Simulink [2] can be viewed as a DSML for physical and embedded systems, as they allow modeling the (dynamics of the) physical plant as well as the behavior of its controller software. Once the model is created, the system can be simulated, outputs observed, and the model changed according to the traces provided by the simulation.

Simulation alone, however, cannot provide rigorous guarantees about a model’s behavior. In order to prove exhaustively that a model’s dynamic behavior always satisfies a set of properties, some sort of verification [3] must be performed. Typical properties include state reachability, deadlock-freedom and a wide range of temporal properties. In recent years, model-level verification tools have been developed that can check models for such properties. While these tools play an important role in MBD and can provide guarantees about a model’s behavior, their use is often limited to a small portion of a complex system, i.e. key properties and algorithms.

One of the key goals of MBD is to gradually refine abstract, high-level models until they can be automatically synthesized into an implementation that runs on a non-ideal computational platform. However, one crucial problem is often ignored: how can one verify that the synthesized implementation code satisfies the same properties as the models from which it was generated? Without verifying the implementation, the guarantees provided by checking the abstract models are lost. Checking or proving the correctness of the synthesis (transformation) algorithms is an open problem. Further, if no verification is performed on high-level models, then verifying the implementation is the only way to prove properties about the system.

The major difficulty in verifying model level properties on implementation level code lies in the different levels of abstraction. Abstract models are developed by hand and designed with readability in mind, while automatically generated code can be difficult to read. Further, the correspondence between model elements and their generated code is not obvious. Renamings and optimizations make it difficult to understand how a particular model element is represented in the generated code. As a result, knowing where to place properties that are to be verified becomes a challenge.

Another difficulty lies in the mismatch between the input languages of verification tools used at the different levels of abstraction. Individual verification tools typically each use their own input language for defining properties, so that properties checked at the model level must be rewritten in a new syntax to be checked on the implementation level code. This problem is exacerbated by the fact that code generators typically rename model elements in the generated code, so that, for instance, the names of variables in the generated code are not known on the model level. Without knowing the names of the variables, certainly verification properties cannot be defined.

We present in this paper a method for specifying properties on high-level models that are then used in the verification of the generated, implementation level code. Properties are written in an intuitive way, directly on the model elements. As the model is translated into various intermediate forms and
ultimately into executable code, the user defined properties are preserved and translated into implementation code and annotations that are checked by a software model checker. The translation is performed via a code generator that has been extended to handle the extra information. The results of the verification are then displayed to the user (in terms of the original high level model). While we focus on Matlab/Simulink, we believe that our method of defining properties on the model level that are checked against a generated implementation can be generalized and leveraged in other MBD tools as well. This approach makes property-based verification an integral part of the development workflow. Note that the framework enables run-time verification in addition to model checking.

The remainder of the paper is organized as follows. Section II gives an overview of our approach and background, including a description of the tool-suite. Section III provides details on how the user annotates Simulink models with properties. Section IV presents an end-to-end example. We compare our approach with related work in Section V and conclude in Section VI.

II. OVERVIEW AND BACKGROUND

An overview of our approach is depicted in Figure 1 and consists of the following steps: (1) a Simulink model is defined, (2) the model is annotated with properties to verify, (3) the code generator is invoked to produce executable code, (4) the software model checker is executed on the code and properties, (5) results about the verification process are reported.

In this paper, we ignore the first and third points (defining the model and generating code) and instead concentrate on the other steps. For details on this part of the framework, please see [4]. In the work described in this paper we use a code generator that produces restricted form Java code. The main motivation for this choice of the target language was that the software model checker used can work with Java programs. The code generated by our toolchain is completely sequential and does not use dynamic memory (after initialization), hence it is suitable for embedded applications. The code is also object-oriented (an increasing trend in embedded software): subsystems are translated into Java classes that are instantiated at initialization time. Our code generator actually uses a re-targetable back-end, such that either Java or C code can be produced from the same abstract syntax tree.

A. Property annotations

The second step in Figure 1 is annotating the Simulink model with properties to verify on the generated code. Since the development of model checking [5] in the early 1980s, a number of specification languages have been invented to formally define properties. Common ways of specifying these properties include regular expressions and temporal logic, such as LTL and CTL. However, the drawback to using temporal logics for property specification is their steep learning curve for industrial practitioners. Consequently, designers and developers will be less likely to use verification tools if they must devote large amounts of time to learning a specification language.

For this reason, we decided to take two approaches to property specification. The first uses the pattern-based system introduced in [6]. In that work, the authors studied a large body of existing property specifications and found that the majority of them were instances of a small set of parameterizable patterns: reusable solutions to recurring problems.

Patterns are entered into our system using a custom interface that we integrated directly into Simulink. After the parameters have been entered, our interface generates an observer automaton to represent an instance of that pattern. These observer automata are Stateflow subsystems inserted in the Simulink diagram that implement the logic of the specification described by the pattern. They contain input signals corresponding to the variables and events under observation, and the internal states that implement the logic of property. Full details can be found in Section III.

The second approach to property specification is based on contracts and is similar to the idea of programming by contract [7]. Programming by contract is a methodology for writing programs that use interface specifications on software components to define properties about their behavior. Typically, the specification on a component includes three elements: properties that must hold in order to use the component correctly (preconditions), properties that will hold when the component is finished executing (postconditions), and properties that must always be satisfied (invariants). We applied this idea of contracts to specifying properties for Simulink subsystems. On any subsystem, the user is allowed to write preconditions, postconditions and invariants that must be satisfied by that subsystem. During the code generation phase the contracts on various subsystems are translated into annotations on methods and classes implementing these subsystems in the generated code. A thorough description is given in Section III.

B. Software model checking

Our generated code is verified using Java Pathfinder (JPF) [8], a software model checker for Java. We chose JPF for two reasons. First, our toolsuite was already configured to generate Java code. Second, JPF provides libraries supporting a number of verification features especially useful in our toolsuite: code contracts, monitoring execution for exceptions and numerical problems, as well as symbolic execution.

The code contract feature of JPF permits annotations for preconditions, postconditions and invariants to be written
III. SPECIFICATION PATTERNS AND CONTRACTS

This section gives details on how properties are specified on the model level and then translated into generated code. We first describe the specification patterns, which can be attached to the model using a custom interface or from a supplied library. If the interface is used, a corresponding observer automata is automatically generated from the specifications. The interface can be used to insert basic properties, but to describe more complex properties, the observer automata can be compositionally defined using the supplied library. We also describe the details of how contracts are written on the model and then translated into annotations on the generated code.

A. Specification patterns

Property specification patterns describe commonly observed requirements in a generalized manner. They capture a particular aspect of a system’s behavior as a sequence of state configurations. Note that the specifications can be state-based or event-based. In the discussion below we mention the state-based form, but the same approach applies to events as well.

To illustrate, consider the property that throughout a system’s execution the value of a certain variable should always be greater than zero. There are two basic parts to this property that commonly occur. The first tells when the property should hold (in this case, at all times during execution), and the second tells what condition should be satisfied during this time (here, the variable should be greater than zero).

A property consists of precisely those two pieces: a scope and a pattern. The scope defines when a particular property should hold during program execution, and the pattern defines the conditions that must be satisfied. There are five basic kinds of scopes: global (the entire execution), before (execution up to a given state), after (execution after a state), between (execution from one state to another) and until (execution from one state even if the second never occurs).

There are three categories of patterns: occurrence, order and compound. The occurrence group contains the absence (never true), universality (always true), existence (true at least once) and bounded existence (true for a finite number of times) patterns. The order group contains the response (a state must be followed by another state) and the precedence (a state must be preceded by another state) patterns, and the compound group contains the chain precedence, and chain response patterns.

Dwyer et al. [6] have shown how these scopes and patterns can be expressed in LTL, CTL, and other formalisms. However, the property specification patterns can also be easily expressed as parameterized observer automata, which is the approach we take. Note that many specifications can be added to a model and each one is translated into a separate automaton. Additionally, the definition of a simple interface allows the composition of the scope and pattern aspects of the specification, represented as two distinct automata templates. Furthermore, using the Stateflow language allows the observer automata to be created inside Simulink diagrams.

The Simulink model extended with the observer automata is then translated into the target language. Hence the generated, ‘functional’ code will be augmented with the code that implements the observer automata. Now the software model checker can monitor and verify the execution of the entire implementation, paying special attention to the error states and properties specified in observer automata. As specifications are translated into executable code, the distance between code-level monitoring and software model checking and model-level property specifications is reduced.

Figure 2 shows the automata for three of the five scopes. We now briefly describe each of these.

The automaton for the global scope is shown at the top of Figure 2. This scope indicates that a property should hold during the entire system execution. Initially, the state labeled “Pattern” is entered. There are two transitions from this state to the state labeled “Error State”. The first is triggered by an event named “error_event”. This event is generated by an enclosed property when that property has been violated. The second transition is triggered by an event named “end_event” and a guard condition requiring the boolean value “proper-
the “propertyOK” variable is set to false, indicating that the property is initially unsatisfied: P1 has not occurred. If “P1” does become true, then the transition to “P1 Encountered” is taken and “propertyOK” is set to true.

A simple pattern, absence, is shown in the middle portion of Figure 3. This pattern states that a condition (represented in the automaton by the boolean variable “P1”) should not occur during a specified scope. When the “Initial State” is entered, the “propertyOK” variable is set to true, indicating that the property is initially satisfied: P1 has not occurred. If “P1” does become true, then the transition to “Error State” is taken, “propertyOK” is set to false and the “error_event” is emitted.

The automaton for the precedence pattern is at the bottom of Figure 3. This captures the property that some condition (“P2”) must be preceded by another condition (“P1”). Note that in this automaton, the initial state sets the “propertyOK” variable to true: the property is initially satisfied. If “P2” is true before “P1”, that is, the condition denoted by “P2” happens before the condition denoted by “P1” is met, then the transition to “Error State” is taken, “propertyOK” is set to false, and the “error_event” is emitted. Otherwise, the overall precedence pattern is satisfied.

Scopes and patterns are combined to form property specifications. Consider the example in Figure 4, which specifies the following property: at some point during system execution, the input variable “x” should be greater than 0. Stated differently, throughout the entire system execution (i.e., global scope), x should be greater than 0 at least once (i.e., existence property). To define this property, the existence pattern shown in Figure 3 is inserted into the “Pattern” state of the global scope shown in Figure 2. The difference is that the generic condition shown as “P1” in the basic existence pattern is replaced with the condition $x > 0$. Note that the “propertyOK” variable is set by the pattern and its value is used by the scope.

Additionally, we developed a dedicated user interface that uses dialog forms for inputting property specifications. The dialogs capture both the kind of scope and pattern, as well as the parameters needed to instantiate and compose them. The user picks the scope and the pattern and enters the appropriate conditions. A composed automaton that composes an instance of both the scope and pattern is then automatically generated. An example using these dialog forms is described in Section
The second method we use for describing verification properties is based on contracts. We extended Simulink with a custom interface that allows the user to annotate any subsystem with three additional items.

- Preconditions that the input signals to the subsystem must satisfy.
- Postconditions that the output signals of the subsystem must satisfy.
- Invariants that must always be satisfied by the subsystem.

Note that a subsystem translates into an executable function that is called by some scheduler, periodically. Hence, the above conditions and invariants can be checked during execution of that function block.

Figure 5 shows an example of specifying contracts on a subsystem block. The internal details of the subsystem are not important, but rather serve to show how our approach allows the complexities of certain elements to be ignored when writing specifications. The contracts are added to the subsystem model as specially formatted descriptions (that are usually just unstructured text), using XML-like syntax. The code generator parses these descriptions, and if they are syntactically correct, it constructs the properly formatted strings (with variable names rewritten into their 'code' equivalent) that are suitable for the software model checker.

A Java implementation of the subsystem in Figure 5 that is very similar to the code produced by our code generator is shown in Listing 1. Note that in the contract, the inputs and outputs of the subsystem are referred to by their name in the model. This is an important part of our approach: the user always refers to the model elements as they are written in the model. No knowledge of the code generation process is needed to write specifications. The contract specified in the model is generated in the Java code as annotations that automatically reference the correct variable names. These annotations are used by the software model checker to monitor the code execution.

Listing 1. Java implementation of the subsystem in Figure 5.

```java
public class Subsystem15 {
    private int value1 = 0;
    private int value2 = 0;

    @Requires("(x13 == 0 && y25 > 0 && y25 < 10) ||
                (x13 == 1 && y25 > 10 && y25 < 20)"")
    @Ensures("(x13 == 0 && z65 > 0) ||
                (x13 == 1 && z65 < 0)"")
    public void Main23(int x13, int y25, int[] z65) {
        value1 = x13;
        value2 = y25;
        ...
        // Code implementing subsystem logic
    }
}
```

IV. EXAMPLE

This section shows how our framework can be applied to realistic models. The example we use is the Apollo Lunar Module digital autopilot model, which is included with the Matlab/Simulink distribution as an example. The full model includes a dynamic model of the plant: the Apollo Lunar Module, as well as a model of the Reaction Jet Controller (RJC) – we focused on the embedded controller. A very high-level view is shown in Figure 6. The RJC receives attitude measurements and desired attitude values, and generates control signals to activate yaw, pitch and roll thrusters.

A. Step 1: Define Property

The “Yaw_Jets” output of the RJC block is a value from the set -2, 0, 2, which indicates that the yaw thruster should have a negative thrust, no thrust or a positive thrust, respectively. Suppose we wish to verify the property that the “Yaw_Jets” output can never go directly from -2 to 2 or directly from 2 to -2: at least one output of 0 must always be found in-between. Section III showed how a property like this could be built manually using automata. Using the scope and pattern automata as building blocks, one could define this property directly in Stateflow.

As mentioned above, we have also developed a custom extension to the Simulink environment that allows properties to be entered in an easier way using dialog forms. These dialogs decompose the patterns detailed in Section III-A: the user selects a pattern, enters a scope and a property and the
equivalent automata is generated, including input ports. Our first task is to decide which pattern we need to implement the property that the “Yaw_Jets” can never go directly from -2 to 2 or directly from 2 to -2. Part of the property states that we do not want the value of “Yaw_Jets” to be -2 during a certain scope. The absence pattern fits this requirement, as it checks to see that some condition never occurs.

The dialog form for the absence pattern is shown in Figure 7. This dialog guides the user through the process of defining a property. After defining the condition that should never hold (Command == -2), we define the scope during which this condition should hold. In this example, we never want Command to go directly from 2 to -2, so the condition that Command should never be -2 should hold after Command is equal to 2 and before Command is equal to 0. The property that Command should never go directly from -2 to 2 is defined in an analogous way using the absence pattern dialog.

B. Step 2: Connect generated automata

After entering the parameters in the dialog form, the observer automaton monitoring the property is generated, as shown in Figure 8. The states representing the scope portion of the property are white, and the states representing the pattern are shaded. The transition from the initial state is taken when Command is 2, at which point we are “in scope” and want to verify the absence of the condition that Command is -2 before it is 0. If the value of Command is -2 before it is 0, the transition to the inner error state is taken, which sets the “propertyOK” variable to false and emits the “error_event”. When “error_event” is emitted, the outer transition to the error state is taken and the automaton remains in this state. Note that while the automaton is in scope, system termination (the “end_event”) will not cause the property to be violated as long as Command has not been set to -2. The input parameter for command is automatically generated, so the user must connect the “Yaw_Jets” signal to the automaton so that it can be monitored. In Figure 6, the “Command Constraint” and “Command Constraint2” automata have already been connected to the “Yaw_Jets” signal.

C. Step 3: Verification with JPF

The final step is to invoke the code generator and use JPF to verify our properties. There are two ways JPF can check the code for property violations. The first uses concrete inputs provided by the user. If this is done, JPF will perform a concrete system execution using those inputs and report any property violations in the form of stack traces. The second way JPF can check for property violations uses the symbolic execution module. In this case, JPF will try to determine inputs to the system that will cause properties to be violated. With either method, property violations can be reported to the user in the form of a stack trace showing the sequence of method invocations that led to an error state.

V. RELATED WORK

In more traditional forms of software development, verification is done in one of two ways. Either an abstract model of the
Simulink subsystems are typically executed periodically, with time properties, and (2) dealing with concurrency. Translated systems two extensions would be very useful: (1) specifying real-time properties and (2) dealing with concurrency. Translated Simulink subsystems are also completely sequential; they are usually translated to functions in an implementation language. In order to run them on an execution platform, they have to be embedded into OS processes, and their communication and synchronization implemented outside of Simulink. Hence, we need to model these embeddings, and how the threads containing the function blocks communicate and synchronize. These topics are the subject of on-going research.

VI. CONCLUSION

Checking model level properties on implementation code is a useful approach for practical model-driven development. In this paper, we have shown how relevant properties can be specified on the model level and then translated into implementation code that can be verified with a software model checker. Our approach is a pragmatic realization of the work described in [6], in the context of the Simulink/Stateflow environment. We have shown how the specification patterns can be instantiated from observer automata templates for scopes and properties and how subsystem blocks can be annotated with pre-, post-conditions, and invariants that are monitored by the software model checker. We have shown the use of the approach on a realistic example.

Our approach allows two ways for specification: contracts and property specifications based on patterns (that are translated into observer automata). For designers of embedded systems two extensions would be very useful: (1) specifying real-time properties, and (2) dealing with concurrency. Translated Simulink subsystems are typically executed periodically, with a fixed rate. Timing properties can be related to a single execution run (i.e. the worst-case execution time of a function block), as well as the temporal properties of the system over multiple execution runs (e.g. the system reacts to a triggering event within a bounded number of execution runs). Translated Simulink subsystems are also completely sequential; they are usually translated to functions in an implementation language.
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