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Abstract

This paper describes methods for online model-based diagnosis of subsystems of the Advanced Life
Support System (ALS). The diagnosis methodology is tailored to detect, isolate, and identify faults in com-
ponents of the system quickly so that fault-adaptive control techniques may be applied to maintain system
operation without interruption. We describe the components of our hybrid modeling scheme and the diagno-
sis methodology, and then demonstrate the effectiveness of this methodology by building a detailed model of
the Reverse Osmosis (RO) system of the Water Recovery System (WRS) of the ALS. This model is validated
with real data collected from an experimental testbed at NASA JSC. A number of diagnosis experiments run
on simulated faulty data are presented and the results are discussed.
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I. INTRODUCTION

The support of human life for extended durations in the hostile environment of space critically depends
on a set of complex technical systems that contain or interact with biological and chemical processes.
The NASA Advanced Life Support Systems (ALS) program, a component of the larger Advanced Human
Support Technology (AHST) Program, was created to explore new technologies to support future manned
missions in space [1]. The exploration program for the agency has also recently gained a new focus toward
human space exploration outside of low earth orbit [2]. Extended duration missions include a Lunar base,
a human mission to Mars, and the permanent occupation of the International Space Station (ISS). The ALS
is a mission critical subsystem of such missions that must operate at a high level of autonomy, so as not
to detract from the mission specific tasks of the crew. While this places high reliability of the individual
components of the ALS the system as a whole needs to be designed for robust operation under a range
of possible scenarios. Ideally, the integrated system will have the ability to adapt to changing mission
objectives, crew configurations, and respond to unplanned events.

Achieving good operational performance is critically dependent on the ability to monitor and analyze
the operation of the physical system, and, when necessary, respond by retuning or reconfiguring the con-
trollers or the system so that important functionalities are not lost or degraded. The overall objective is
to develop techniques so that the system can adapt to faults by reconfiguring itself and/or its controllers.
Such adaptivity can be achieved either in closed loop or operator assisted (human in the loop) schemes.
Adaptivity is obtained through process diagnosis capabilities, i.e., systematic ways to explain deviations
from nominal system behavior in terms of failures and degradations in system components. Diagnosis
combines fault detection, fault isolation, and fault identification tasks [3].

An ALS comprises multiple coupled sub-systems, such as (i) a Water Recovery System (WRS), (ii)
an Air Revitalization System (ARS), (iii) a Power generation system, (iv) a Thermal control system, (v)
a Biomass production system, (vi) a Food production sub-system, and (vii) a Solid waste collection and
conditioning system. Analysis and control of the system is challenging due to the multiple interacting
control loops [4]. These loops, for fluid flow, energy management, thermal control, bio-regeneration,
gas transfer, and chemical production cover multiple physical (energetic) domains and operating regimes,
and operate at multiple time scales. An effective way to describe the behavior of the controlled physical
sub-systems is to model them as hybrid dynamical systems, which capture both the both continuous and
discrete dynamics [5].

A wide array of techniques have been developed for monitoring and diagnosis of physical systems. The
complexity of these systems and the increasing need for robustness and reliability over a wide range of
operating modes has made model-based approaches to fault detection and isolation (FDI) schemes increas-
ingly attractive. Model-based schemes use a small number of system measurements and exploit analytical
redundancy relations in the model to analyze discrepancies in the observed system behavior. This pro-
vides for cheaper and more reliable diagnosis solutions than what may be achieved by classic hardware
redundancy techniques, or methods that are designed for individual fault by fault analysis. However, the
increasing complexity of the physical systems also implies that the FDI system designer must contend with
uncertainties in the model structure and its parameter values, as well as noise in the measurement data. For
hybrid dynamical systems we require an on-line scheme where the objective is to monitor system behavior
through a succession of operating modes, detect discrepancies in behavior when they occur, and isolate
them in a timely manner.

We have developed a comprehensive approach, Fault Adaptive Control Technology (FACT), that en-
capsulates modeling the physical systems as hybrid dynamical system models, tracking dynamic behavior
on-line, performing model based FDI when discrepancies are detected between expected and observed
behavior, and applying control reconfiguration techniques to accommodate for the faulty situation [6]. In
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this paper, we focus on the problem of model-based FDI, and its application to the ALS system.
Faults can typically occur in process components, sensors, actuators, and the controller. This work

focuses on the detection and isolation of faults in process components. These faults directly affect the
process dynamics and, therefore, are considered to be multiplicative faults. In analytic model-based ap-
proaches [7], [3], these faults are linked to coefficients in the state space matrices or the transfer functions
of the system. Given that our goal for fault isolation is to implicate system components, we have adopted
a modeling paradigm based on bond graphs [8] that provides a direct correspondence between inferred
faults expressed as parameter value changes in the model, and the actual physical system components.
This is important if the diagnosis results are required for maintenance and fault-adaptive control tasks.

Faults cause deviations in the dynamic behavior of the system. In our work we define a fault mathemat-
ically, as a discrete and persistent change in a model parameter. This is the notion of abrupt faults, which
corresponds to a very quick change in component’s performance. The change in performance can be at-
tributed to a breakage or a degradation in the component. A contrasting notion is an incipient fault, which
correspond to a gradual drift in a component parameter value [9]. An abrupt fault in a component param-
eter causes a transient response in the system variables, and this can be attributed to the system attempting
to correct the energy imbalance introduced by the fault, i.e., the change in the component parameter value.
The transient behavior vanishes after an interval, and for faults in certain components evidence of the
fault may not be observable in the measured variables after the transient disappears. For these faults, the
transient response presents a finite window of opportunity to perform FDI.

Our FDI scheme, named TRANSCEND, is based on the analysis of the fault transient after the occurrence
of an abrupt fault. A unique aspect of TRANSCEND is that it combines tools and techniques from statistical
signal processing for fault detection and symbol generation from the residual signals [10] with computa-
tional intelligence techniques for qualitative fault isolation [11]. Analytic redundancy relations (ARR) in
the model are converted to a symbolic form that captures the transient dynamics, and constraint analy-
sis techniques [12] form the basis of efficient fault isolation algorithms. Further, the use of a qualitative
framework implicitly accommodates model uncertainty. On the other hand, data uncertainty is handled by
statistical techniques for fault detection and parameter estimation in this framework.

Section 2 introduces the basic building blocks of our model-based scheme for FDI of process compo-
nents, emphasizing the importance of component-based modeling and the analysis of transient behavior
in continuous systems. Section 3 describes the Reverse Osmosis (RO) sub-system of the Water Recovery
System (WRS) in a physical ALS test-bed that is the application focus of this paper. We describe in detail
how the system is modeled for diagnosis purposes. Section 4 describes the results of our experiments
using the FACT tools for the RO system, and section 5 presents the conclusions of this work.

II. MODEL-BASED FDI OF ABRUPT FAULTS

In this section, we develop our approach for FDI of abrupt faults from transient behavior. We describe
the modeling paradigm, the models used for diagnosis, and the basic components of our model-based FDI
scheme. Details of each of these topics have been discussed in our earlier papers [6], [11].

A. Principles of model-based FDI

Building models at the right level of detail is a critical first step in the development of a model-based FDI
scheme. The choice of the model representation and the level of detail included in the model determines
the set of faults that are linked to model parameters, and, therefore, can be distinguished during fault
isolation.
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A.1 Modeling with bond graphs

Bond graphs (BG) define a domain-independent topological modeling language that captures energy-
based interactions among the different physical processes that constitute a dynamic system [8]. A bond
graph model can be derived in a systematic manner from a given system description [13]. Physical system
components and sub-systems are modeled by a combination of one or more generic physical processes,
and represented using capacitors, inertias, dissipators, transformers, gyrators and sources. Each of the pro-
cesses can capture linear and nonlinear behaviors. Capacitor and inertia elements capture energy storage
processes in the system, dissipator elements model mechanisms by which the system dissipates energy to
the environment, sources represent the interaction of the system with it’s environment (energy flow in and
out of the system), and transformers and gyrators are mechanisms that transform energy from one form to
another. These elements form the vertices of the bond graph model. Additional vertices impose conserva-
tion of energy laws at idealized connecting points between the elements. These vertices, referred to as 0-
and 1-junctions, are domain independent generalizations of Kirchoff’s laws. The energy pathways through
which subsystems/processes exchange energy are represented as the graph edges, called bonds. Each bond
is associated with two energy-related variables: effort ( � ) and flow (

�
), where ���

�
equals power, the rate

of energy exchange among the two components connected by the bond. Other edges, called signals, model
information flow between systems or components.

A component fault manifests as a change in the value of a bond-graph element parameter. These faults
affect the coefficients of the system matrix in the state-space or transfer function representation of the
system, that is, they have multiplicative effects on the system dynamics. The bond graph representation
preserves a one-to-one correspondence between the component parameters and the physical components
of the system. As a contrast, in state-space or transfer function representations the model coefficients are
typically functions of more than one physical component parameter. For fault isolation this implies that
the bond graph representation creates a direct link between the change in a parameter value with a fault in
a specific system component.

A.2 Abrupt Faults

The abrupt fault profile is widely used in the FDI literature [14] as a mathematical representation of
temporal change in a faulty parameter value. It is often applied as a modeling abstraction when the real
fault profile is unknown[15]. This allows for the straightforward definition of decision functions for fault
detection that can be evaluated in a statistical hypothesis testing framework [14].

In our work, we adopt a strict mathematical interpretation of an abrupt fault. An abrupt fault is a
component parameter change that occurs at a much faster rate than the nominal dynamics of the system.
In a sampled data system, the sampling rate is tuned to the nominal dynamics of the system. Therefore,
the fault manifests as an instantaneous jump in a parameter value, and system response to the this change
is a transient that is superimposed on the continuous dynamic behavior. We define a fault transient as the
system behavior in response to an abrupt component fault.

B. The TRANSCEND approach

Fig. 1 shows a block-diagram of the FACT architecture that includes the TRANSCEND FDI scheme.
TRANSCEND follows the residual generation and evaluation scheme for model-based FDI [9]. Residual
generation ( �����
	��� ) is realized through robust tracking of nominal system behavior using extended
Kalman filter (EKF) techniques [16]. Residual evaluation includes statistical fault detection and symbol
generation techniques, and a novel fault isolation method that is based on the qualitative analysis of the
system dynamics immediately after the time point of fault occurrence. This results in a reduced fault
hypothesis set, and quantitative parameter estimation techniques are applied to the reduced set to uniquely
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isolate and identify the fault [17]. The extension of these methods to hybrid systems complicates the
analysis in that discrete mode changes, and, therefore, model switches occur while tracking and analyzing
system behavior [5]. An automaton model is employed to switch system models when mode changes
occur [6]. The rest of this section outlines the main components of the TRANSCEND system.
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Fig. 1. FACT architecture with TRANSCEND FDI components.

B.1 Qualitative fault isolation from fault transients

The core component of TRANSCEND is the qualitative fault isolation engine that performs symbolic
analysis of the fault transient to generate and refine fault hypotheses. The model representation used for
this analysis is a Temporal Causal Graph (TCG) that captures the relevant causal and dynamic relations
between the system variables [11]. The TCG is in many ways similar to the signal flow graph (SFG) repre-
sentation of a system [10], and is derived systematically from a bond graph model. Edges define relations
between variables (nodes) in the TCG. These relations can be algebraic (direct (+) or inverse (-) proportion-
ality, and equivalence (’ � ’)), or they can define a temporal relation (using a specifier ’ ��� ’ implying that the
successor node has an integral relation with the predecessor vertex value). The TRANSCEND algorithms
exploit the properties of the TCG that lend themselves to symbolic processing of system dynamics using
graph propagation algorithms. The TCG captures the analytical redundancy relations between variables
while retaining system topology from the bond graph model.

The fault isolation engine follows the generate-and-test approach to residual evaluation using the TCG
structure. Qualitative transient behavior is expressed as a fault signature that describes the expected fault
transient immediately after fault occurrence. The signature corresponds to a qualitative interpretation of
the Taylor series expansion of the residual around the time point of fault occurrence [18]. The order of
the signature is defined by the highest derivative computed (a design parameter). Symbolic values for the
elements of a signature are: ‘ � ’ for a positive or increasing value, ‘ � ’ for a zero or unchanged value, and
‘ 	 ’ for a negative or decreasing value. An unknown value is represented by ‘ � ’. The description of a
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fault signature in terms of the behavior around the point of fault occurrence is unique to the TRANSCEND

approach.
Fault isolation is triggered by the first non-zero magnitude symbol that is output by the signal-to-symbol

generation module. This initial symbol reflects the magnitude deviation in the residual at the onset of the
fault transient. The hypothesis generation step produces a set of fault hypotheses that can explain the
observed deviation. A fault hypothesis consists of a candidate parameter with a direction of change for the
parameter value and a fault signature for each of the measured variables. During hypothesis refinement,
the signatures are compared with symbolic values computed from the measurements using a scheme called
progressive monitoring. When a match fails, the candidate is dropped. Further details of the qualitative
fault isolation scheme are presented in [11]. Extensions of this scheme to diagnosis of hybrid systems
appears in [17].

B.2 Signal-to symbol transformation

A critical aspect of any qualitative analysis scheme for continuous dynamic systems involves the com-
putation of symbolic information that change over time. The mapping is essentially an estimation problem,
where the local dynamics are mapped onto the qualitative space, � , � , and 	 . The signal generation pro-
cess is closely linked to the detection process, especially if we consider that the first non-zero symbol
corresponds to the detection of the fault. The details of the scheme have been reported on in [17], [11].

An alternative approach is described in [10], where the detection of the transient is decoupled from the
symbol generation task. By developing a dedicated transient detection scheme, a much higher sensitivity
can be obtained, at a cost of a more complex solution. We can show that with increasing fault size, that
the precision of the fault isolation scheme improves, as more symbols can be robustly determined from
the residual data.

B.3 Parameter estimation

The hybrid and possibly non-linear system behavior makes it hard to apply traditional parameter estima-
tion techniques. TRANSCEND utilizes a novel mixed simulation-and-search algorithm [17] to estimate the
value of the faulty parameter. Under the single fault assumption the identification problem is simplified to
a one dimensional parameter optimization problem. Starting with the results of the qualitative fault isola-
tion scheme that returns a set of potential fault hypotheses, we run multiple optimizations, and each one
estimates one fault parameter value. The parameter estimation scheme uses data collected from the time
point of fault detection, the current state variable values, and a set of N measurement samples that includes
the system input and output signals. The estimation scheme is based on an optimization algorithm (techni-
cally any non linear optimization algorithm may be employed), and it finds the fault parameter value that
minimizes the least square error between the expected system output generated by the simulator and the
available measurement values over the N samples using a greedy search algorithm. The simulator uses the
hybrid automaton model of the system, derived from our hybrid bond graph models.

III. DIAGNOSIS OF ALS SUBSYSTEMS

We demonstrate TRANSCEND’s diagnosis scheme by applying it to the Reverse Osmosis (RO) subsys-
tem of the Advanced Water Recovery System (AWRS). A real AWRS testbed was designed and built at
the NASA Johnson Space Center (JSC) [19], [20]. Fig. 2 shows a block diagram of the system with its
four main components. Waste water first enters the Biological Water Processor (BWP) subsystem, which
removes organic matter and ammonia from the water. The effluent from the BWP is fed into the Reverse
Osmosis (RO) subsystem, which uses a membrane system to remove inorganic matter and particles from
the water. The combination of the BWP and RO can typically clean about 85% of the input waste water.
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The remaining 15%, which is concentrated brine formed in the RO is passed into the Air Evaporation
System (AES), which recovers additional water through a cyclic evaporation and condensation processes.
The fourth component implements a post processing step, where ultraviolet treatment is applied to the
output of the RO and the AES to remove trace contaminants and generate potable water.

Wastewater
Feed Tank

Post
Processing

Biological
Water

Processing

Reverse
Osmosis

Air
Evaporation

Potable
Tank

85%

15%

Organic Removal Inorganic Removal

Fig. 2. Block diagram for the Advanced Water Recovery System (AWRS).

We generated a model of the RO system of the above AWRS for our diagnosis studies. The first step
was to construct a HBG model of the subsystem, and then real data collected from the system was used to
estimate the HBG model parameters. Details of the model are presented in this section.

A. The Reverse Osmosis (RO) sub-system

We start with a brief description of the RO subsystem components [19], [20], and then describe the
model that we have developed.

A.1 Principle of operation

Fig. 3 shows the RO subsystem process diagram. The inputs to and outputs from the subsystem and
the measured variables are clearly marked. The key component of the RO is a membrane [20]. Input
water from the BWP is pushed at high pressure through the membrane. Clean water (permeate) leaves the
system, and the remaining water (with a larger concentration of brine) is recirculated in a feedback loop.
As a result, the concentration of impurities in the recirculating water increases with time.

The system cycles through three operating modes, which are set by the 4-way multi-position valve. The
feed pump, which is on in all modes, pulls effluent from the BWP and creates a flow into the system
through a coiled pipe, which acts as a tubular reservoir. In the primary mode (valve setting 1), the input
flow is mixed with the water in the primary recirculation loop. The recirculation pump boosts the liquid
pressure as it flows into the membrane. The flow through causes dirt to accumulate in the membrane, which
increases the resistance to the flow through it, thus causing the outflow from the system to decrease with
time. The testbed at JSC was setup to transition to the secondary mode of operation after a predetermined
time interval. In secondary mode (valve setting 2), the recirculating fluid is routed back to the membrane
in a smaller secondary loop. This causes the liquid velocity (and, therefore, flowrate) to increase, and as
a result the outflow from the system does not keep decreasing as sharply as it does in the primary loop.
As clean water leaves the system, the concentration of brine in the residual water in the RO loop keeps
increasing. At some point the increasing in concentration plus the collection of impurities in the membrane
decreases its performance sufficiently, and again after a predetermined time interval, a transition is made
to the purge mode (valve setting 3), where the recirculation pump is turned off, and concentrated brine is
pushed out to the AES subsystem. Following the purge operation, the system goes back to primary mode.
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Fig. 3. High level process engineering diagram for the RO system.

In real operations, the system goes through a mechanical cleaning (the sloughing mode) once every 5-6
cycles to prevent complete clogging of the membrane. The sloughing mode is not explicitly modeled in
this paper. Overall, systems engineers determined that the primary plus secondary loop operations cleaned
about 85% of the water, and the remaining 15% was sent to the AES for processing.

The JSC test bed was extensively instrumented. For our work, we have used five of the measurements
(see Fig. 3): (i) the pressure immediately after the recirculation pump, ��������� , (ii) the pressure of the
permeate at the membrane, ����	
��� , (iii) the pressure of the liquid in the return path of the recirculation
loop, �������� , (iv) the flow of the effluent, ����	
��� , and the conductivity of liquid in the return path of the
recirculation loop, � for our diagnosis studies. Fig. 4 shows data collected from the nominally operating
system. Shown are from top to bottom the membrane pressure, backflow pressure, and conductivity. The
pump pressure in the actual system was not available (a differential pressure over the pump was measured),
and the actual permeate flow measurement is sparse and unreliable. The mode transition sequence was
fixed at design time, and the changes from primary (M1) to secondary (M2) to purge are shown as control
signals.

A.2 Modeling for diagnosis

The HBG model for the RO subsystem was developed using the system schematics and by developing a
good understanding of the behavior of each of the components. The model captures three principal physi-
cal domains in which the system operates. The mechanical and hydraulic domains, which cover the pump
and fluid flow, are the primary energy domains. In addition, to take into account the effects of impurities
in the water on the flow process, and the fact that these impurities are time-varying, we explicitly model
the fluid conductivity domain and its interactions with the flow process using bond graph elements. For
the diagnosis model, we have abstracted the energy interaction between the mechanical and the hydraulic
domains by a single pump efficiency parameter. As a simplification, other interactions between the me-
chanical parts of the pump and the fluid conductivity are not modeled. A primary innovation in this model
is the ability to capture the interaction between the hydraulic and conductivity domains in the bond graph
using modulating signals.

Fig. 5 shows the flattened HBG model, without component and subsystem hierarchies. Switching el-
ements in the model capture the three modes of operation, and the switching function into each mode is
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Fig. 4. Nominal operation for the RO system.

defined by a logical expression. The three model domains are described in greater detail below.

The Mechanical Domain

The mechanical domain model includes the feed pump and the recirculation pump. The feed pump mo-
tor is modeled as an flow source, ������� . The motor creates a momentum in the pump’s rotor system, whose
mass is modeled by the inertia ����� . The dissipation of energy due to friction in the rotation mechanism is
modeled by the resistance �	��� . The conversion of rotational speed to fluid flow rate (i.e., the conversion
of mechanical to fluid energy) is captured by a transformer 
�� . The recirculation pump motor is modeled
as an effort source � ���� , with a pump rotor with inertia, ���� . The mechanical frictional losses are modeled
by a resistance, ���� . The conversion of mechanical energy to fluid flow is captured in the gyrator, ��� . In
the purge mode, the 1-junction connecting the source effort to the rest of the system is switched off, and
this effectively disconnects the pump from the system. The fluid pressure in the loop at the output of the
pump, ��������� is a measured variable (effort ����� on the energy bond that connects the pump to the hydraulic
domain).

The Hydraulic Domain

The hydraulic domain contains four main components: (i) the tubular reservoir,(ii) the back-flow loop,
(iii) the membrane module, and (iv) the pipe connecting the reservoir to the membrane. A drain pipe
component is active only in the purge mode. The fluid is assumed to be incompressible but the pressure
flow-rate relationship in the pipes is nonlinear [21]. The reservoir is modeled as a capacitor, ��� connected
to a 0-junction. In reality, ��� represents the combined capacitance of the coil and the adjacent pipes
that are active in the the primary and secondary loop configurations. The pipe connecting the coil to
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Fig. 5. Hybrid Bond Graph model of the RO system. Components that are not active in primary mode are shaded gray.

the membrane is modeled as a resistance, � � � �� . The membrane assembly is modeled using a variable
resistance parameter, ���  ��� , connected in parallel to a capacitor, � �  ��� . The capacitor represents the
fluid that collects in the membrane component, and the state variable associated with ���  ��� defines the
fluid pressure at the membrane, i.e., � �  ��� , a measured variable (effort �

���
). ���  ��� models resistance

to flow through the membrane. This parameter is modulated by the conductivity of the water flowing in
the system, � , to capture the increase in its value as time progresses1. The flow through the membrane,
����	� � , is a measured flow variable,

��
�
. The water that does not pass through the membrane has a greater

concentration of impurities and is returned to the reservoir. This is modeled as the back flow loop, which
is active in both the primary and secondary modes of operation. The pressure in the return path of the
loop, ����� �	� is measured, and corresponds to effort variable �

�
. The pipe in this loop is modeled as a

resistance ����� ���  . The change in conductivity, modeled in the conductivity domain, is a function of the
flow-rate variable,

� � �
in the back flow loop. In the purge mode, the resistor ������� ��� represents the the pipe

to the AES. The switch to this mode also results in the back flow pipe resistance being increased to a very
high value, ��������� ! , and the higher resistance prevents the flow back into the loop, therefore, most of the
brine is purged into the AES.

The Conductivity Domain

The conductivity of the water, � , is a measure of the concentration of impurities in the water, and
corresponds to the effort variable ��� � . The value of � is time varying and in the bond graph it is captured
as the state variable for element �#" . The state of �$" depends on the value of its inputs ( � �&%(' or � �)%  ),
*

The resistance of the membrane is reset after the purge cycle because the slough mode is not taken into account in the model. The initial
value of this resistance is increased by a small amount at the beginning of each primary loop to improve the correspondence to the real data
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the value of ��" and the state of �$"  . � "  is used to capture the effect fluid levels in the system have on
� , and it is essential for properly modeling the behavior of � in the purge mode. The inputs affecting
� in the primary and secondary mode of operation are � �&%(' and � �)%  , respectively. Both of these flow
sources are modulated by two system dependent variables, the integral of the flow rate into the backflow
loop ( � ��� ���  ) and the flow rate coming into the membrane

� � . � �&%(' and � �&%  differ in that their modulation
functions,

� � and
�  , respectively, assign different weights to the modulating variables. This allows us to

model the effect of switching from primary to the secondary mode as an increase in the source flow going
into � " . In the purge mode, both � �&%(' and � �&%  become zero, and the value of � , the state variable of ��"
is maintained as the state of �$"  decreases substantially as the concentrated brine is purged into the AES.
This is implemented using a resistance � � � ���  connected in parallel to �#"  , causing the capacitor to drain
through the resistance.

B. Estimating Model Parameters

Parameter values for the model are estimated using data from the JSC testbed (Fig. 4). To achieve this,
parts of the RO system were isolated, the appropriate equation forms describing the parameter and mea-
sured value relations were derived from the bond graph, and numerical value of the parameters obtained
through least squares estimation techniques. Table I lists the estimated nominal parameter values. The
model was subsequently validated through simulation experiments.

Param. unit (SI) value��� �	��
������� ���
565��� �	��
��
1.5���������! �	��
��
8" �������# �$�%
&�	�
220�('  ' � �	��
��
0.6" '  ' � �$�%
&�	�
26.0)  +* �$� �,� -�.
2"  +* �$�/-!� �
0.1)10 * �$� �,� -�.
0.1"20 * �$�%
&�	�
0.1" *1�%*1 �$�%
&�	�
69.0

TABLE I

NOMINAL VALUES FOR THE RO SYSTEM BOND GRAPH PARAMETERS

C. Implementation of the HBG Model using the FACT Tool Suite

The model for this system was created using the Generic Modeling Environment (GME) [22], developed
at the Institute for Software Integrated Systems (ISIS) at Vanderbilt University. The meta-programmable
modeling environment is configured using the FACT paradigm [6]. This includes a component based,
hierarchical HBG modeling environment, model interpreters, and an execution environment that imple-
ments the FACT architecture described in section 2. Fig. 6 shows the RO system model as realized using
the HBG modeling tool. The individual RO system components described in the last section appears as
blocks in the top-level model. Each component is in turn modeled as a HBG model fragment, and the
model fragment for the recirculating pump is shown as an example.

The FACT paradigm has two model interpreters. One interpreter generates a MATLAB/Simulink
TM

simulation model, that also supports the simulation of fault scenarios for experiments. A second interpreter
creates a flattened HBG model representation that is exported to a model database. The run-time FACT
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Fig. 6. Top level of the hierarchical model for the RO system created using the hybrid bond graph modeling tool in GME. The
effort pump is shown at the next level down the hierarchy (flat bond graph model).

system uses this database to generate (i) the state space models used by the EKF in the hybrid observer and
the optimization algorithm during parameter estimation, and (ii) the TCG models (for each mode) used by
the qualitative fault diagnosis algorithms. Fig. 7 shows the TCG for the model in the primary operating
mode.

IV. EXPERIMENTS AND RESULTS

We demonstrate the effectiveness of the TRANSCEND scheme by running simulation experiments on a
number of fault scenarios. The system was simulated for three cycles of operation. The sample time in
the simulation is an order of magnitude faster than the sample time in the real data, so we can consider
the simulation to be ’oversampled’. Although empirical information on sensor noise is not available,
measurement noise was simulated as Gaussian white noise with a noise power level set at 2% of the
average signal power for each measurement. Fault scenarios were created that correspond to abrupt faults
in the pump (loss of efficiency and increased friction in the bearings), membrane (clogging), and the
connecting pipes (blocks).

We illustrate the operation of TRANSCEND with the detailed results for one scenario, a decrease in
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Fig. 7. Temporal Causal Graph corresponding to the hybrid bond-graph in Fig. 5 for the primary operating mode.

recirculation pump efficiency. Subsequently, we demonstrate the generality of the approach by evaluating
the results on four other scenarios.

A. Analysis of fault scenario: Decrease in pump efficiency

A decrease in the recirculating pump efficiency is modeled by a decrease in the value of a pump com-
ponent parameter, the gyrator, � � , indicated as � � ) . Fig. 8 shows the plant data including the controller
signals and the output of the observer, and the computed residual signals. The fault is introduced in the
second operating cycle, while the system is in the primary operating mode.

Fig. 9 illustrates the steps in the qualitative fault isolation scheme for the ��� ) scenario. Each of the
four steps that happen in sequence over a period of time, corresponds to an event when a new non-zero
symbol is generated, reflecting a qualitative change in the transient dynamics of the fault response. Step 0
is defined as the time when the fault is first detected, i.e., the first statistically significant non-zero residual
is observed. The time at which this event occurs is marked as the difference between the current time
and the time of fault occurrence, � 	 � � . � 	 � � measures the delay in fault detection after the actual fault
occurrence.

At each step, the current set of derived hypotheses is displayed in tabular form. The symbolic residual
value, indicating qualitative magnitude and slope for each measurement, is shown in the block marked
’actual’ at the top. The ‘ � ’ and ‘ 	 ’ symbols correspond to an observed positive (negative) value in the
magnitude field of the residual signal, and an positive or negative slope value in the slope field of the
signal. A ‘ � ’implies no change, and a ‘’ � value implies an unknown value. The predicted signatures are
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Fig. 8. Plant data (l) and residual (r) for fault
�����

with fault size 5%, occurring at � 0��	��
������ -�� ������������� -��
(primary

mode in the second cycle).

grouped by fault candidate and shown for all measurements. For this system, we found it sufficient to work
with fourth order signatures. Other work discusses the tradeoff between using higher order signatures and
their discriminating power [18].

At step 0 we observe that the residual for the pump pressure deviates in the negative direction ( ����� ��
	�� �! ). The hypothesis generation step that is triggered by this event results in twelve hypothesized fault

candidates. The next observed change, the symbolic event at step 1, occurs when the flow-rate through
the membrane also shows a negative deviation (

��
 �
�
�
	�� �" ). Fault hypotheses whose signatures are not

consistent with this (symbolic) residual value are dropped, and the fault set is reduced to seven hypotheses.
At step 2, the deviation in the back flow pressure, �

�
, becomes significant, and at step 3 the deviation in

the conductivity, ��� � , becomes significant also. When symbolic information can not discriminate between
the remaining fault hypotheses, qualitative fault isolation terminates. Three candidates, ��� ) , �$#�� , and �%#��
remain after the qualitative fault isolation completes. In addition to the actual (true) fault candidate, these
correspond to an increase in pump inertia (unlikely fault), and an increase in the pump resistance (e.g.,
increase in friction in the pump bearings), respectively.

Further refinement in the fault set can only be done by quantitative analysis. After sufficient number of
samples are collected (this is currently fixed to 200), the parameter estimation scheme is initiated. Results
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Fig. 9. Qualitative fault isolation for fault
�����

with fault size 5% reduces the possible set of faults to three candidates.

of the parameter estimation scheme for this fault are given in Table II. The parameter estimation provides
the least error for the � � fault hypothesis, therefore, the diagnosis system correctly returns ��� ) , i.e., a
decrease in pump efficiency as the fault candidate, with a multiplicative factor of 0.934, which is close to
the actual fault magnitude of 	

�
%.
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B. Comprehensive fault isolation results for the RO system

Table II presents the comprehensive diagnosis results for selected faults in the RO system. As with the
detailed example discussed earlier, the faults are introduced in the primary mode of operation although
the actual time of fault occurrence varies. The fault magnitudes are chosen to ensure detection (after some
delay) and the generation of the correct deviated signals using the signal-to-symbol transformation scheme
used. The sensitivity of the residual to a change in parameter value is parameter dependent but this paper
does not explore this sensitivity, and the related statistical detection performance issues. A discussion of
detection and estimation statistics was presented in [10].

For each scenario, the qualitative fault isolation scheme reduces the initial candidate set considerably,
and parameter estimation converges to the correct fault candidate. The estimated parameter values are
also quite acceptable for all scenarios. This demonstrates the effectiveness of the diagnosis methodology
in isolating and identifying various faults in the RO system. In future, we will conduct more systematic
experiments on fault sensitivity and robustness to measurement noise and modeling errors.

Fault � ) ��� Step Symbolic Candidate set + parameter estimation

� �������� , 5%
��� %! 
	
	
	
	

800 0 �� ������� �  
��� % � )���� � � �� , � �������� , � �� � , � �� � ,
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� �� � � � ,
� �������� ,

� �� � ,
� �� � , "�# �

7200 1 $ �&%'�)( � �'*� % � # ��� � � �� � ,  !� � ,
� �� � � � ,

� �������� ,
� �� � ,

� �� �
8280 2 $ �����+� � �'-,�� % � # ��� � � �� � � � ,

� �������� ,
� �� �

parameter estimation selects
� ������+� , indicates change by 1.042

"�# � , 5%
��� %�'*.'�
	
	

200 0 $�'/ � � �  � .
� % � )���� � � �� , � �������� , � �� � , � �� � ,
� ���������� ,  !� � ,

� �� � � � ,
� �������� , � �( ,

� �� � ,
� �� � , "�# �
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��� % � )���� � � �� � , � �� � ,
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TABLE II

COMPREHENSIVE DIAGNOSIS RESULTS FOR SELECTED FAULTS IN THE RO SYSTEM.

V. DISCUSSION AND CONCLUSIONS

The results presented above demonstrate the effectiveness of our model-based fault diagnosis scheme.
The HBG modeling paradigm provides a topological representation that captures the continuous system
dynamics along with discrete mode changes that correspond to physical reconfiguration of the system.
It also allows for modeling multiple physical paradigms using a compact representation. The innovation
in our modeling work is the ability to capture the change in conductivity as the water circulates in the
RO system, and also seamlessly model the changes that occur as the mode of system operation (cyclic
behavior from primary to secondary to purge mode) changes. The model was validated with real data that
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was obtained from the JSC testbed. Another significant advantage of the HBG paradigm is that it captures
the temporal and causal relations between system variables and component parameters, allowing for very
efficient qualitative models for diagnosis of dynamic systems. This helps overcome some of the limitations
that have been observed for analysis of multiplicative faults in systems with complex nonlinear behaviors.
As the experimental results in the previous section demonstrate, the qualitative scheme is ambiguous, but
once the fault set is reduced to a small size, quantitative estimation techniques can be applied to uniquely
isolate the fault and compute the magnitude of change.

For quick detection of fault transients with small magnitudes, and reliable symbol generation to enable
precise isolation, one has to carefully tune the statistical parameters of the fault detectors and symbol
generators. A statistically significant evaluation of the detection and isolation performance with respect to
different fault sizes will be presented in future work.

Our diagnosis scheme can be applied online, and the time difference between actual fault occurrence,
fault detection, isolation, and estimation are demonstrated in our experimental results. Estimation of
the fault magnitude is critical for the model-predictive fault-adaptive control techniques we have been
developing in other work [6], [23]. Another future task will be to study the effect of delays in the fault-
adaptive control task.

In conclusion, we are developing new online technology for embedded hybrid systems that can be
employed for fault diagnosis and fault-adaptive control of complex systems. Further development of this
technology will provide the proof of concept that advanced control techniques can form the backbone for
autonomy in future long-duration missions that NASA deploys.
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