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Abstract. In many cases, complex system behaviors are naturally mod-
eled as nonlinear differential equations. However, these equations are
often hard to analyze because of “stiffness” in their numerical behavior
and the difficulty in generating and interpreting higher order phenomena.
Engineers often reduce model complexity by transforming the nonlinear
systems to piecewise linear models about operating points. Each oper-
ating point corresponds to a mode of operation, and a discrete event
switching structure is added to implement the mode transitions during
behavior generation. This paper presents a methodology for systemat-
ically deriving mixed continuous and discrete, i.e., hybrid models from
a nonlinear ODE system model. A complete switching specification and
state vector update function is derived by combining piecewise lineariza-
tion with singular perturbation approaches and transient analysis. The
model derivation procedure is then cast into the phase space transition
ontology that we developed in earlier work. This provides a systematic
mechanism for characterizing discrete transition models that result from
model simplification techniques. Overall, this is a first step towards au-
tomated model reduction and simplification of complex high order non-
linear systems.

1 Introduction

Systems and control engineers often apply simplification techniques when model-
ing and analyzing complex physical systems that include components like valves,
pumps, and diodes, and phenomena such as friction effects [3]. To avoid com-
plex nonlinearities and stiffness caused by steep slopes in the behavior, these
components are modeled to exhibit switching behavior. This results in the over-
all system model generating piecewise continuous behaviors and discrete tran-
sitions, i.e., hybrid behaviors. Hybrid automata [1] have been employed as a
computational mechanism for implementing these models, with a discrete con-
trol structure defining the switching between modes or states of the automata.
Each mode has an associated set of ordinary differential equations (ODEs) that
governs continuous behavior evolution in that mode. Events associated with the



mode switching generate actions that may produce discontinuous changes in
state variables.

Consider the hydraulic actuator illustrated in Fig. 1. The valve at the top
of the cylinder controls oil flow into and out of the cylinder, and the flow rate
is a function of the control pressure pin. The flow of oil determines the position
of the piston in the cylinder, and this in turn determines the position of the
load, e.g., the elevator control surface of an airplane. To prevent damage to the
actuator system, a relief valve on the left side of the cylinder opens when the
pressure in the cylinder exceeds a certain value.
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Fig. 1. Model parameters of a hydraulic actuator.

If the valve behaviors are approximated and simplified to be discrete, the
actuator can be modeled as a hybrid automata with four states: α00, both valves
closed, α01, relief valve open and control valve closed, α10, control valve open
and relief valve closed, and α11, both valves open. The dynamic behavior in each
of these modes can be derived from the actuator parameters, that include R1,
the resistance of the open control valve, R2, the internal dissipation parameter
for the oil, R3, the resistance of the open relief valve, C, the oil elasticity, I1, the
piston inertia, and I2, the relief valve fluid inertia.

System modelers often employ simplification techniques that involve drop-
ping very small and very large parameters that do not play a significant role in
gross system behavior. Applying this approach to the actuator system, parame-
ters associated with the oil, R2 and C, may be removed to reduce the order of
the system model. For the simplified model, the dynamic behavior models for
the different modes are given in Table 1, where f1 is the piston velocity and f2

is the fluid flow rate through the relief valve. The control valve and the relief
valve are the two components in the actuator that are modeled to have discrete
transitions from open to closed, and vice versa. An external control variable, uv,
determines the opening and closing of the control valve (e.g., the valve is closed
when uv < 0). The relief valve opens when p > pth.

For mode α00, there is no oil flow into the cylinder, therefore, the entry ac-
tion, i.e., the initial conditions that have to be satisfied on entry into this mode,
includes the constraint, f1 = 0. The entry action for mode α01 is more compli-



Table 1. Mode specification table.

mode ẋ = f(x, u) entry action

α00
ḟ1 = 0

ḟ2 = 0

f1 = 0
f2 = 0

α01
ḟ1 = − R3

I1+I2
f1

ḟ2 = − R3
I1+I2

f2

f1 = 1
I1+I2

(I1f1 − I2f2)

f2 = 1
I1+I2

(I1f1 − I2f2)

α10
ḟ1 = pin − R1

I1
f1

ḟ2 = 0
f2 = 0

α11
ḟ1 = 1

I1
(pin − R1(f1 + f2))

ḟ2 = 1
I2
(pin − R1(f1 + f2)− R3f2)

cated. In this mode, f1 and f2 are algebraically related (f1 = −f2). The initial
values for f1 and f2 have to be initialized using this constraint, but one equa-
tion is not sufficient to solve for their values. Additional constraints presented
in Section 5 are used to define the entry action listed in Table 1.

In the past, engineers have used ad hoc approaches to handle transitions be-
tween piecewise models, however, even for the simple example above this may
lead to incorrect model definitions. In Section 5 systematic analysis shows that
the entry actions as specified in Table 1 are incomplete, and demonstrates how
the correct state mapping as derived by a structured approach is much more com-
plex. This shows that deriving the correct event structures and corresponding
actions at mode transitions is more involved for systems with complex interac-
tions among their subsystems.

This paper develops a structured approach to analyzing complex nonlinear
models, applying systematic abstraction and simplification mechanisms to cre-
ate simpler multiple piecewise continuous models. The price we pay in achieving
this reduction is the introduction of complex discrete components in the hy-
brid model of the system. The two main steps in this procedure are illustrated
in Fig. 2. We start with the complex continuous nonlinear model of the sys-
tem. Step 1 applies simplification techniques to convert the nonlinear models to
simpler piecewise continuous (possibly linear) behavior models. The result is a
hybrid model whose state variable values are continuous, but the time deriva-
tives may be discontinuous. This is equivalent to a C0 hybrid model with sets
of differential equations defining the behaviors in individual modes, and a func-
tion, γ, that defines transitions between the modes. Step 2 applies techniques
like singular perturbation [3] and eigenvalue analysis [8] that remove large and
small parameters from the models, and thus eliminate steep transitions in the
behaviors within modes. The resultant models combine three components: (i) a
reduced order ODE model, f , (ii) the discrete event mode transition function, γ,
and (iii) the state transition function, g, that captures the discontinuous state
variable value changes between modes.

The derivation process for g can be described by two basic actions in hybrid
models of physical systems:
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Fig. 2. Abstraction levels.

1. a manifold projection that results from the generated algebraic constraints,
and

2. an aborted projection because detailed continuous projection behavior causes
further discrete changes.

We use this framework to derive a computational model of the resulting hybrid
system as a hybrid automata extended with branch points (junctions) to model
the immediate consecutive discrete events and actions. A phase space analysis
illustrates these concepts, and allows us to relate the results back to an ontology
of phase space transition behavior presented in previous work [6].

2 The Approach

Consider a nonlinear system with state equations of the form

ẋ = A(x)x +B(x)u. (1)

System designers and analysts often simplify the above model by identifying
operating regions of interest within the behavior space, called modes. Such modes
may be the result of design decisions, e.g., the take-off, cruise, and landing modes
of aircraft fly-by-wire systems, or determined from component models that make
up the system, e.g., by taking into account the open and closed states of the
valves in the actuator system. Modes can also be identified by the discrete control
actions of supervisory controllers. Along with mode identification, transitions
between modes, α, are also defined (cf. Table 1). Most often, the purpose for
breaking up complex behaviors into modes of operating regions is so that the
system model can be linearized within each mode, i.e.,

fαi : ẋ = Aαix+Bαiu. (2)

The result is a set of piecewise models that together define the behavior space
of interest, with transition conditions between pairs of modes, αi and αi+1 given
by the function

γαi+1
αi

: Cαix+Dαiu > 0. (3)

Model reduction techniques, such as singular perturbation and eigenvalue
based techniques, are readily applicable to the linearized systems. They provide
systematic methodologies to reduce the order of each piecewise model. Applying



singular perturbation, a small parameter, ε, is removed from the model by letting
its value tend to 0. This requires the formulation

fαi : ẋ = Aαi(ε)x+Bαi(ε)u
γ

αi+1
αi : Cαi(ε)x+Dαi(ε)u > 0. (4)

In this formulation, slow and fast variables can be separated according to

fαi :
{
ẏ = Ay

αi
(ε)x+By

αi
(ε)u

εż = Az
αi
(ε)x+Bz

αi
(ε)u. (5)

Making ε → 0 leads to equations of the form z = f(y, u). Assuming that the
system of algebraic equations is non singular, z can be substituted in the equation
for ẏ to derive an explicit reduced order ODE system. However, if ε → 0 leads to
a singular solution, 0 = f(y, u), system behavior is now defined by an implicit
system of differential and algebraic equations (DAE), and the variable vector y
may also include a fast component. In the limit, this fast behavior is replaced
by an instantaneous projection y+ = gαi+1(y, u), where y+ is the initial value in
mode αi+1, y0

αi+1
= y+, and y is the value of the reduced order system in mode

αi when γ
αi+1
αi > 0 was first satisfied.

Similarly, when the system of equations becomes singular for ε → 0, a state
vector transformation may be required to achieve the desired separation and
this may require a projection, gα(x, u). We discuss this in greater detail in Sec-
tion 5. In general, it may be difficult to derive the transformation by analytic
methods. Information about the physical system can be invoked to assist in de-
riving the solution. The projection can be found by boundary behavior analysis
of the detailed model, i.e., with the ε parameter. As an alternative, or if this
detailed model is not available, the projection can be computed by integrating
the instantaneous field dynamics [4] and by subspace iteration [7]. These are
implementations based on the use of the reducing subspaces of the Kronecker
Canonical Form [2] to capture the state projection.

The resulting model contains the reduced order specification of continuous
behavior, f , the transition conditions, γ, and the projection equations, g,

fαi : ẏ = A′
αi
y +B′

αi
u

γ
αi+1
αi : C′

αi
y +D′

αi
u > 0

gαi+1 : y0
αi+1

= Eαi+1y + Fαi+1u
(6)

We study the effects of the order reduction technique on the state vector
transfer function and transition conditions in this paper. Detailed analysis may
be required when variables that constitute the γ function exhibit impulsive be-
havior. To identify such behavior, γ can be expressed in terms of ẏ. If any of
the variables in the y vector are part of the algebraic constraints that develop
when ε → 0, they produce impulses. Detailed study may reveal the need for an
additional transition modes to be introduced in the mode transition behavior.
This transitional mode exists only at a point in time, and has no specification
for continuous behavior. Furthermore, some transitional modes may have no ef-
fect on the state vector. In previous work, we termed these transitional modes



pinnacles and mythical modes, respectively. A phase space analysis conducted
in this paper establishes the relation between this approach and our established
ontology for phase space transition behavior [6].

3 A Piecewise Model

In a nonlinear continuous ODE model of the hydraulic actuator, the nonlinear
characteristics of the externally controlled valve and the relief valve can be mod-
eled as shown in Fig. 3. Including the oil parameters (R2 and C) results in the
fifth order nonlinear ODE




ḟ1

ḟ2
ṗ1
ṡ1
ṡ2


 =




−R1(s1)R2
D1

−R1(s1)R2
D1

R1(s1)
D1

0 0
−R1(s1)R2

D2

−R1(s1)R2−R3(p,s2)(R1(s1)+R2)
D2

R1
D2

0 0
−R1
D3

−R1(s1)
D3

−1
D3

0 0

0 0 0 0 0
0 0 0 0 0







f1
f2
p1
s1
s2


 +




R2pin
D1

R2pin
D2pin
D3
uv

ur



(7)

with D1 = I1(R1(s1) + R2), D2 = I2(R1(s1) + R2), and D3 = C(R1(s1) + R2).
The variable uv is externally controlled, and ur = 1

1+e−a(|p|−pth) represents a
function that approaches a step when a → ∞. The two state variables, s1 and s2,
provide a parametric representation model for the detailed continuous switching
behavior of the two valves. The cylinder oil pressure, p, expressed in terms of
the state variables, is:

p =
R1

R1 +R2
(p1 +

R2

R1
pin −R2(f1 + f2)). (8)

When p approaches ±pth, ur becomes positive and the valve opens by switching
to another behavior dimension (s2 > 0). Since ur is always positive, the valve
does not close, once it is opened. Therefore, transitions from α01 to α00 and α10

are not defined in Table 2. For the same reason, there are no transitions from
α11 to α00 and α10.

Piecewise linearization of R1(s1) and R3(p, s2) into regions of high resistance,
Ri,h, and low resistance, Ri,l, is defined as:

R1 = if (uv < 0) then R1,h else R1,l

R3 = if (R3 = R3,l or p > pth) then R3,l else R3,h
(9)

This allows for removal of the states s1 and s2 from the system model, resulting
in a linear ODE model with four global modes: α00 → {R1,h, R3,h}, α01 →
{R1,h, R3,l}, α10 → {R1,l, R3,h}, and α11 → {R1,l, R3,l}. The transitions between
the modes are specified in Table 2.

4 From Complex to Simpler ODEs

The parameters R1,h and R3,h in the piecewise models are large compared to the
other system parameters. The singular perturbation approach can be applied to



f

s

p

(a) controlled valve

f

s

p

pth

-pth

(b) pressure relief valve

Fig. 3. Nonlinear valve resistance characteristics.

Table 2. Mode transition table.

next mode
present mode α00 α01 α10 α11

α00 p > pth uv > 0 p > pth ∧ uv > 0

α01 uv > 0

α10 uv < 0 uv < 0 ∧ p > pth p > pth

α11 uv < 0

remove these large parameters (R1,h → ∞ and R3,h → ∞) and arrive at simpler
reduced order ODEs for each mode. To simplify notation, we set R1 = R1,l and
R3 = R3,l. The dynamic behavior in α01 is derived by R1,h → ∞ and can be
expressed as:

fα01 :


 ḟ1

ḟ2

ṗ1


 =


−R2

I1
−R2

I1
1
I1

−R2
I2

−R2+R3
I2

1
I2

− 1
C − 1

C 0





f1

f2

p1


 (10)

From Table 2 it is clear that this abstraction does not affect the switching con-
straints that define further discrete transitions out of this mode. The only tran-
sition out of this mode, α01 → α11, is governed by the external variable uv

(uv > 0).
For α10, R3,h → ∞ implies f2 = 0 and behavior reduces to a second order

system

fα10 :
[
ḟ1

ṗ1

]
=

[
− R1R2

I1(R1+R2)
R1

I1(R1+R2)

− R1
C(R1+R2) − 1

C(R1+R2)

] [
f1

p1

]
+

[
R2

I1(R1+R2)
1

C(R1+R2)

] [
pin

]
. (11)

In both modes, the pressure, p, in the switching condition is given by Eq. (8).
The reduced behavior in α00 is given by an autonomous second order system

fα00 :
[
ḟ1

ṗ1

]
=

[
−R2

I1
1
I1

− 1
C 0

] [
f1

p1

]
. (12)



Introducing R1,h → ∞ into Eq. (8), results in this pressure, p, being expressed
as

p = p1 −R2f1 > pth. (13)

It turns out that the spread of the eigenvalues in these linearized, simplified,
and reduced systems of equations is still quite large. For example, given param-
eter values, R1,l = R3,l = 0.01, R2 = 100, C = 5 · 10−6, I1 = 1, and I2 = 0.01,
one of the eigenvalues is computed to be five orders of magnitude less than the
others in the modes α01 and α10. This implies that the system still operates at
two widely differing time scales, and it may be possible to simplify the system
model further by abstracting the R2 and C parameters. Applying this change
will affect the state variable p1, which is part of the switching condition, p > pth.
This requires a detailed study of the switching characteristics.

5 The State Mapping

The application of singular perturbation methods to the model in the last section
with 1

R2
and C as the small parameters, replaces some differential equations by

algebraic constraints. For example, the α01 mode is reduced from a 3rd order to a
1st order system, whereas mode α00 is reduced from a 2nd to a 0th order (purely
algebraic) system. This may cause state variable values to change discontinuously
during mode transitions.

5.1 Jump into mode α01

When R2 → ∞, Eq. (10) becomes a singular system of equations with −f1−f2 =
0. In phase space, this algebraic relation constitutes a manifold to which behavior
is confined. The dynamic system behavior on this manifold is derived by applying
a transformation, x = I1f1 − I2f2, which gives ẋ = R3f2. Substituting for
f1(= −f2) in the expression for x and eliminating f2 yields

ẋ = − R3

I1 + I2
x. (14)

If mode α01 is entered at a point not on this manifold, an instantaneous pro-
jection in the impulse space has to be executed to satisfy the manifold con-
straint. The impulse space can be derived by integrating the dynamic behavior
in Eq. (14) over an infinitesimal interval from t to t+, which gives I1(f+

1 − f1)−
I2(f+

2 − f2) = 0 [4]. Combined with the manifold constraint at t+, f+
1 = −f+

2 ,
this computes the projection to be

gα01 : f+
1 =

1
I1 + I2

(I1f1 − I2f2). (15)

Table 2 shows that the transition conditions for α01 are not affected by the
variables f1 and f2, therefore, no further analysis is required.



5.2 The Jump into mode α00

In mode α00, R2 → ∞ produces f1 = 0. Again, this constitutes a manifold in
phase space and transition into α00 requires a projection,

gα00 : f
+
1 = 0. (16)

However, analysis of the detailed model indicates that the switching condition
from mode α00 to mode α01 in Eq. (13) may be activated before f1 becomes 0.
Therefore, this transition condition needs to be analyzed more precisely.

When R2 → ∞, the switching condition in Eq. (13) becomes singular, and
the value for p cannot be determined from the state variables. Therefore, p has
to be expressed in terms of the time derivatives of the states. For this system,
Eqs. (12) and (13) yield, p = 1

I1
ḟ1. The f1 = 0 constraint corresponds to a

discontinuous change in f1, therefore, ḟ1 may produce an impulse.
Impulse behavior is too coarse an approximation of the underlying detailed

continuous transient. A more refined analysis solves the detailed differential equa-
tion in the time domain. The characteristic polynomial of fα00 has two roots

λ1,2 =
1
2I1

(−R2 ±
√
R2

2 −
4I1
C

). (17)

Assuming complex eigenvalues1 (λ1,2 = λr ± jλi), the pressure variable in mode
α00 is (t0 = 0 for notational convenience)

p1(t) = eλrt(p1(0)cos(λit) +
1
λi
(ṗ1(0)− λrp1(0))sin(λit)). (18)

Applying a third order Taylor series approximation yields (ṗ1 = − 1
C f1),

p1(t) = (1 + λrt+
λ2

rt
2

2
)(p1(0)(1−

(λit)2

2
) + (−f1(0)

C
− λrp1(0))t). (19)

The switching condition is based on p = p1−R2f1(t), where f1(t) is used instead
of f1(0) because the value of f1 changes during the time interval in which p1(t)
rises and it may be different from f1(0) when p(t) reaches pth.

This condition can be used to check if p > pth, and if so, the time, ts =
ft(p1, f1, pth), at which this constraint becomes true. This value can then be
used in the expression for f1 to derive the discontinuous change upon switching.
Abbreviating f1(0) and p1(0) as f1 and p1, respectively, and using a = (− f1

C −
λr

p1+f1R2R2
I1

− p1R2
I1

+ λrR2f1)/λi, b = p1 −R2f1, and c = −pth, the solution is
given by

ts =
−(b− c)
aλi + cλr

+
1
2c(λ

2
r + λ2

i )(b − c)2

(aλi + cλr)3
. (20)

Substituting ts in the expression for f1(t) in α00 results in the state mapping

gp,α00 : f+
1 = eλrts(f1cos(λits) + (−R2

I1
f1 +

p1

I1
− λrf1)

sin(λits)
λi

), (21)

1 Analysis of real eigenvalues is similar.



where f1 = f1(t0) and f+
1 the value of f1 when α00 is exited because p > pth.

This is graphically depicted in Fig. 4 for a third and fourth order Taylor
approximation of f1, f

p,3
1 and fp,4

1 , respectively.2 Here an initial positioning
maneuver of the piston is aborted at t0, which causes the relief valve to open at
ts. The error between the third and fourth order approximations is shown by ε3
and ε4, respectively.

ε3ε4

f1

f1
p,4

f1
f1

p,3

t0 ts0 0.01 0.03 0.04

0

2

4

Fig. 4. Value of f1 at ts for a detailed model and its predictions at t0.

5.3 A Computational Model

The discrete transition model that results from the abstractions of the detailed
continuous behavior can be modeled by the extended hybrid automata structure
in Fig. 5. The traditional hybrid automata is extended by junctions (indicated
by small circles). When an event triggers a transition to a junction, the events
on each of the exiting transitions from the junction are evaluated, resulting in
an immediate second transition.

In this model, when the external control valve closes (uv < 0), the time
ts at which the relief valve opens is computed by ft(p1, f1, pth) using the de-
tailed continuous transient. If this computation returns a value ts ≥ 0, con-
trol is switched to the lower branch, else control switches to the branch at the
right. This last branch indicates that the system moves to the field description
for α00, and, therefore, requires a consistent projection of the state variables
(i.e., f1 = 0). If the lower branch is taken, first the effect of the quick pressure
build-up and corresponding flow decrease has to be accounted for by executing
f1 = gp,α00(f1, p1, ts). This results in a new value for f1 when the continuous
behavior in α01 is activated. Again, behavior in this mode is subject to mani-
fold constraints, and the corresponding projection f1 = gα01(f1, f2) takes place
2 The predictions are computed during a short time interval around t0 to avoid sin-
gularities that exist over the entire range. Note that the values only need to be
computed at t0.
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Fig. 5. Complex discrete switching structure.

before α01 is activated to ensure values are consistent in this mode. Note that
in α01, p1 is not a state variable but derived from p1 = pin − f1R1. Further,
the systematically derived control structure is more complex as compared to the
transitions in Table 2.

6 Phase Space Transition Behavior

The mode and discontinuous state changes can now be characterized in terms
of a phase space transition ontology. In other work [6], three principal transition
functions were analyzed in phase space: (i) transition to a mythical mode, (ii)
transition to a pinnacle, and (iii) transition to a continuous mode.

When switching to α00, the two possible scenarios are

1. p < pth in which case a projection of f1 onto f1 = 0 occurs, and the system
remains in α00. This represents a transition to a continuous mode.

2. p ≥ pth in which case
– there may be a distinct drop in f1 before switching to α01. This is a

transition to a pinnacle, or
– the switch to α01 has occurred before any significant change in f1 occurs.

This represents a transition to a mythical mode.

The switch to α01 may also include a discontinuous state change because of the
manifold projection that immediately follows the pinnacle or mythical mode.

Figure 6 shows the phase space transition behavior for two values of C in a
C0 hybrid model with parameter values R1,l = R3,l = 0.01, R1,h = R3,h = 1·107,
R2 = 100, I1 = 1, I2 = 0.01, and pth = 1000. Velocity f1 is plotted on the x-axis
and pressure p is plotted on the y-axis. The discontinuous approximations are
superimposed by dotted lines.3 When the control valve closes, f1 has value 4,
and the pressure in the cylinder starts to rise quickly (Fig. 4 depicts the time
domain behavior). This behavior consists of an immediate change in p caused
by the term f1R2, and a quick continuous change because of the pressure build
up.

3 These approximations are not simulation results.



(a) C = 1 · 10−5 (b) C = 1 · 10−6

Fig. 6. Dominant C phase space switching behavior.

If the absolute pressure exceeds 1000, the mode switch to α01 occurs. In this
mode, there is another quick change in f1, this time governed by the dependency
between I1 and I2. Because I1 is several orders of magnitude larger than I2, only a
small change in f1 occurs. The interaction between the three state variables in the
C0 hybrid model, f1, f2, and p1, causes oscillatory behavior in α01. This is clearly
seen in Fig. 6(b). The discontinuous jump does not include this behavior, but
immediately reaches the final value. The phase space behaviors present examples
of two consecutive discontinuous state variable value changes that are of different
types. The intermediate value of f1 is achieved in a pinnacle mode, and the final
value is governed by a manifold projection. Note that the pinnacle is crucial
in computing the correct final value of the variable in α01, when continuous
behavior resumes.

If R2 > 250, f1R2 becomes the dominant factor in the phase space transition
behavior, as shown in Fig. 7 for C = 1 · 10−5 and R2 = 500. The consecutive
switch to α01 follows immediately after the switch to α00. As a consequence,
α00 does not affect the value of f1, therefore, this is a mythical mode. Mode
α00 is not intrinsically a mythical mode because the state variable values when
the mode is entered determine whether it is exited immediately. Only in such
situations mythical behavior occurs. The projection in α01 that follows is shown
more clearly in Fig. 7(b) for a larger value of I2. For these parameters, Eq. (15)
verifies the value f+

1 = 2 (f1 = 4, f2 = 0) and confirms that larger values of
I2 have a greater effect on the magnitude change of f1. Again, the fast oscilla-
tory behavior of the manifold projection is abstracted away in the discontinuous
approximation.

7 Conclusions

This paper shows how nonlinear and high order system models can be system-
atically reduced to piecewise linear systems with more uniform time scales of
behavior. The resultant hybrid model is obtained in two steps: (i) C0 continu-
ous with piecewise simpler behavior and switching conditions, and (ii) piecewise
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Fig. 7. Dominant R2 phase space switching behavior.

continuous reduced order behavior with switching conditions and discontinuous
changes in state variable values. The reduction in continuous domain complex-
ity is gained at the cost of increasingly complex discrete event control struc-
tures. Because of the intricacies in defining the switching conditions and the
corresponding jumps in the variable values, ad hoc modeling schemes can often
produce erroneous results. This is most likely to happen when jumps occur in
state variable values, caused by the introduction of algebraic constraints. The
manifold projections that result may be aborted because intermediate variable
values derived from the detailed dynamic models indicate that further immedi-
ate transitions occur. These concepts are illustrated by analysis of phase space
behavior of a hydraulic actuator.

The approach fits into our ontology for describing transition behavior in phase
spaces that we have established in previous work [6]. We hope to extend this
approach to systematic procedures for automated model reduction of complex
nonlinear systems into simpler hybrid representations. A longer term goal of
this work is to develop real time models of complex systems so that they may
be employed in hybrid observers for Fault Detection and Isolation (FDI) studies
of complex nonlinear systems [5].
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