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Abstract

A diagnosis application has been built for a three-
tank fluid system. The tank system is equiped with a
distributed measurement and control system based on
smart transducer nodes with embedded computing and
networking capabilities that use the IEEE 1451.1 ob-
ject model to provide high level sensing and actuation
abstractions. The diagnosis system operates on-line on
a workstation that appears on the network as another
transducer node. The diagnosis methodology has sev-
eral aspects that allow distribution of the monitoring
and diagnosis functionality on a network of embedded
processors. The current application represents the ini-
tial phase in building a truly distributed monitoring and
diagnosis application.

1 Introduction

Smart transducers with computing and networking
capabilities have started to become commercially avail-
able. The embedded processor on a transducer sup-
ports complex sensing and actuation tasks, and other
high level applications. Combined with the networked
communication, this facilitates the construction of dis-
tributed measurement and control systems. The ad-
vantages of such an approach include increased scala-
bility and potentially also improved robustness.

This paper discusses monitoring and diagnosis of
complex continuous dynamic systems in the context
of exploiting smart transducer technology. In complex
industrial processes, operational safety and reduced
down-time are typically ensured by hardware redun-
dancy and localized hardware safety mechanisms (e.g.,

check valves). To reduce cost, hardware redundancy is
increasingly being replaced by functional redundancy
techniques. The use of functional redundancy requires
a model of the system under scrutiny and uses function-
al relations between system variables to infer discrep-
ancies in measured variables. When such discrepancies
occur a fault is detected. Fault detection followed by
a fault isolation stage to accurately locate the failing
physical component, establishes the fault detection and
isolation (FDI) paradigm.

In addition to the benefits of distributed measure-
ment and control systems mentioned earlier, an FDI
application may exploit the ability to run application
code on an embedded processor. Local signal process-
ing and analysis enables data reduction on the sensor,
and thus a decrease in the necessary network band-
width. In addition, as distributed measurement and
control systems grow in size and complexity it will be-
come increasingly important to detect and isolate faults
both in the system under observation as well as in the
measurement and control system itself. This opens the
possibility for diagnostic analysis on the transducer.

Transcend is a framework for model-based diagno-
sis of continuous dynamic systems based on functional
redundancy techniques [8]. The fault isolation algo-
rithms apply qualitative constraint analysis methods
that effectively realize a parameter estimation scheme.
Model parameters correspond directly to system com-
ponents and when estimated parameter values deviate
from their expected values, the associated components
are implicated. The qualitative approach avoids dif-
ficulties in the convergence, precision, and computa-
tional complexity of established numerical parameter
estimation methods, especially when system behavior
is non-linear. Because qualitative methods process in-
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put in symbolic form, a signal-to-symbol transforma-
tion step is required to compute symbolic feature val-
ues from continuously sampled measurement data. The
methodology has been evaluated with simulation stud-
ies for various systems, including a secondary sodium
cooling loop for a fast breeder reactor [8]. In recent
work, the method was applied to the diagnosis of faults
in the cooling system of an automotive internal com-
bustion engine [6]. In that application, Transcend

has been used off-line on data collected with a person-
al computer based data acquisition system.

The current work demonstrates Transcend in on-
line operation for a multi-tank fluid system that is
fitted with a distributed instrumentation and control
system. As such, it is the first step in building a
truly distributed FDI system. Several aspects of the
Transcend framework translate well to an implemen-
tation in a distributed architecture. First, the signal-
to-symbol transformation is ideally suited to local pro-
cessing on the transducer node. The measurement data
will often be oversampled to obtain a robust local signal
approximation and as a result the symbolic feature da-
ta can be decimated in time with respect to the original
signal. Second, the Transcend modeling methodolo-
gy can be extended to include sensor failures.

The remainder of this paper is organized as follows.
Section 2 describes the fluid system and the distributed
measurement and control system, which is based on
the proposed IEEE Standard for a Smart Transducer
Interface for Sensors and Actuators, IEEE P1451 [4].
Section 3 describes the complete diagnosis application
and section 4 presents a summary and conclusions of
this work.

2 A test bed for distributed measure-
ment and control

To demonstrate the advantages of using the IEEE
1451 standard to build distributed measurement and
control systems, a multi-tank fluid system test bed was
designed and built at Agilent Laboratories in Palo Alto,
California.

2.1 IEEE P1451

The IEEE P1451 standard consists of a set specifi-
cations, in various stages of the standardization pro-
cess. The 1451.2 standard, first to be accepted, speci-
fies a Smart Transducer Interface Module (STIM), the
interface between a sensor or actuator and a micro-
processor that provides plug-and-play capabilities at
the transducer level [2]. The 1451.1 standard, cur-
rently an approved draft document, specifies a Net-

work Capable Application Processor (NCAP) informa-
tion model, an extensible common object model for
sensors and actuators that provides interoperability at
the application layer of a distributed measurement and
control system [3]. The standard provides program-
ming constructs that support network-neutral commu-
nication with both publish-subscribe and client-server
mechanisms. A smart transducer node consists of an
NCAP/STIM pair, and a physical NCAP contains an
1451.2 interface driver for the communication with the
STIM.

The NCAP nodes used in this work are a prototype
version of the Embedded Ethernet Controller product
now available from Agilent Technologies [1]. The con-
troller runs the Wind River Systems VxWorks real-
time operating system on a 40 MHz Motorola 68K class
microprocessor and has a standard Ethernet interface.
The prototype has two limitations that are not present
in the actual product. First, the implementation of the
network layer imposes a limit on the sampling rate of
1 s, and second, sensor data is not time stamped by
the transducer.

2.2 Multi-tank fluid system test bed

The fluid system, shown in Figure 1, consists of three
tanks, connected in a series configuration. A closed
loop fluid system is created with an additional drain
tank, a variable speed electric pump, and additional
connecting pipes. Sophisticated fluid control is made
possible by the use of many solenoid operated valves in
the system.

The fluid flow for each tank is controlled by an
inflow, outflow, and bypass valve. Three additional
valves in the system provide further control of the flu-
id flow and pressure in the system. The fluid level in a
tank is measured with an ultrasonic level sensor. Addi-
tional sensors in the system provide pressure and flow
measurements in the fluid line downstream from the
pump, and the pressure in the fluid line just following
the outlet of tank 3 that leads to the drain tank.

The measurement and control system, also shown
in Figure 1, consists of six smart transducer nodes.
Each tank has a dedicated node that manages all sens-
ing and control operations specific to that tank, except
the control of the bypass valve. A tank node publishes
the level sensor measurement data and the valve state
data for its tank. Tank control commands are sent
from the main node to a tank node via a dedicated
client-server connection. The main node subscribes to
all the tank level data and valve state data and con-
trols the additional valves in the system. The main
node also acquires the sensor data from the flow sensor



Figure 1. The three-tank fluid system test bed, with the embedded Ethernet controllers, and the FDI
application

and controls the speed of the pump through its own
STIM. Finally, the two pressure sensors are prototype
version of Ethernet-based pressure transmitters from
an industrial automation vendor. These transducers
integrate an NCAP and a STIM with pressure sensor
in a single housing. The pressure transmitters publish
the pressure data on the network.

Control of a tank is abstracted into fill, hold, and
drain commands that are issued by the main node.
A finite state machine application object on the main
node controls the sequence of successively filling and
draining tanks in a fixed cycle. The tank node controls
the actual inflow and outflow valves, using the 1451.2
interface, using feedback from the level sensor to stop
and start the filling and draining operations.

3 The three-tank FDI system

The multi-tank fluid system has become a reference
application in simulation studies and actual physical
system testing for research in automatic control and

fault detection and isolation. Transcend simulation
experiments for a two-tank fluid system are described
in [8].

3.1 Diagnosis model

Transcend diagnosis models capture dynamic
characteristics of the dependency relations between
component parameters and the measured variables in
the form of a temporal causal graph (TCG). The diag-
nosis algorithms are implemented as graph propagation
algorithms on the TCG. The models are created with
the hybrid bond graph modeling and simulation tool
HyBrSim [9].

The functional relation for flow, f , through a pipe
is given by

f =
p

R
, (1)

where p is the pressure drop over the pipe and R is the
pipe resistance. For a pipe connected to a tank (see
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Figure 2. One-tank fluid system (l) and its TCG
model (r).

Figure 2), the rate of change in the pressure, ṗ, at the
bottom of the tank is given by

ṗ =
1
C

(fin − f), (2)

where fin is the flow into the tank and C is the tank
capacity. A TCG model for this system can then be
constructed based on Equations 1 and 2 (see again Fig-
ure 2), where an additional variable v is introduced to
represent the fin − f summation.

The pressure at the bottom of the tank is propor-
tional to the fluid level measured by the level sensor.
Because Transcend uses symbolic feature values it is
in fact not necessary to convert the level measurement
values into pressure values. The only flow measure-
ment in the system is not in the outflow pipe of a tank,
and thus does not have a straightforward relation with
tank pressure.

Because the three-tank system cycles through dif-
ferent modes of operation, the dynamic model changes
when switching between modes. Several constraints in-
fluenced the construction of the diagnosis model for the
complete system. A primary constraint was that the
system should be diagnosed while operating in the ex-
isting tank control cycle. In each mode of this control
cycle, only one tank can be draining, and only one tank
can be filling. This means that the dynamics of the
model in any mode is always of the first order. In addi-
tion, although extensions to the modeling methodology
will support this, Transcend currently diagnoses only
faults in physical system components, not actuator or
sensor failures. For this system that implies that the
state of a valve is the state of the valve controller, and
that the pump is also not a fault candidate. Therefore,
for the current work all failures are those correspond-
ing to parameters of the continuous dynamic system,
such as the resistance of a pipe and the capacitance of
a tank.

3.2 Design and implementation

The monitoring and diagnosis application is hosted
on a LINUX workstation and communicates with the
tank system via the 1451.1 model. Thus, the work-
station appears on the network as another NCAP, al-
beit without sensing or actuation capabilities. The
1451.1 standard has C++ language bindings and a sam-
ple implementation was developed by Agilent Labo-
ratories. The monitoring and diagnosis application
is implemented in Python, an object oriented, byte-
compiled/interpreted programming language with high
level data types, dynamic semantics, and other features
that support rapid application development (RAD) [5].
An extension API supports modules written in com-
piled languages, and modules for numerical computing,
and data visualization are used.

3.2.1 System architecture

Figure 3 shows the architecture of the system. The
reference implementation of the Transcend fault de-
tection and isolation algorithms, written in Python, is
unchanged from previous work. The system further in-
cludes modules to provide 1451.1 capabilities, compute
the residuals, and perform the signal-to-symbol trans-
formation. These modules are described in detail in
the following sections.

In addition, a graphical user interface (GUI) was
created for data visualization and interpretation of the
diagnosis results. In off-line use, Transcend generates
diagnostic output as a table of active fault hypotheses
for each diagnosis step, and the hypothesis refinement
process can be interpreted based on this. In the cur-
rent application the GUI shows this information, while
also allowing interactive review of the hypothesis re-
finement history. Multi channel strip charts display
the measurement data and the residual data.

3.2.2 Communication with the tank system

The FDI application uses the fluid level measurement
data and valve state data for each tank, the two pres-
sure measurements, and the main node command state
data. A subscriber object is created for each of these
publications. Because the data is not time stamped by
the publisher, it is done by the subscriber when the
data message is read from the input queue. This re-
sults in a small but non-deterministic error in the time-
stamp value. The application also communicates with
the main node in a client-server protocol, but this is
only used to start and stop the fill/drain system cycle.

The communication between the FDI application
and the three tank system is encapsulated in a single



Figure 3. FDI application software architecture

C++ language object that manages all subscriber ob-
jects and opens a client-server connection to the tank
system main node. A Python extension module is then
automatically generated from the C++ class definition
file of the interface object with the code generation
tool SWIG (Simplified Wrapper and Interface Genera-
tor) [5]. The interface class and 1451.1 library are then
dynamically loaded by the Python interpreter upon im-
porting the extension module.

This facility provides direct access to the three-
tank system, and 1451.1 objects that interact with
the system can be interactively created, destroyed, and
queried. This feature proved very useful during appli-
cation development.

3.2.3 Computing residual data

Transcend detects faults as discrepancies between
measured variables and their expected values that are
determined by the nominal behavior of the system. In
general the nominal behavior may be established with
an observer scheme that tracks the system behavior
and corrects for small deviations [8]. For the three-tank
system, the nominal behavior is known in a more di-
rect way because the normal operating cycle is known.
The nominal behavior for all the measurements was
determined from several cycles of normal system oper-
ation, and is stored for each mode of operation with the
description of the system model for that mode. There-
fore, the residual data is obtained in a straightforward
way as the difference between the actual measurements
and the nominal behavior.

The lack of precision in the time stamps of the data
imposes a limit on the accuracy at which the nominal

behavior can be reproduced. A threshold is required to
determine when the residual data indicate a significant
discrepancy. The time-stamp error effectively results
in a low signal to noise ratio for fault detection. The
problem is overcome by introducing sufficiently large
faults in the system in the experiments.

3.2.4 Signal-to-symbol transformation

The signal-to-symbol transformation component oper-
ates on the residual data. Sophisticated techniques
have been developed to compute robust estimates of
signal derivative values and to detect discontinuous
changes in signals [7]. However, the signal-to-symbol
transformation methods required for the three-tank
system are very basic. The low sampling rate does
not provide enough data to use discontinuity detection
or slope estimation methods that are based on noise
models for the signal. A basic threshold detector is
used for fault detection, based on instantaneous signal
value, and a simple first order difference operator is
used to compute the slope of the signal.

3.3 On-line experiments

The on-line FDI system was evaluated on two exper-
iments that were set up to make the diagnostic prob-
lem as interesting as possible. It should be noted that
Transcend has been applied to much more complex
physical systems than the three-tank system.

In the first experiment, a leakage fault is introduced
in the outflow pipe of tank 3 immediately before the
pressure sensor. For this purpose a T-junction piece is
inserted in the pipe and a ball valve that allows fluid to



be drained from the system is connected to the junction
(see Figure 1). The leakage fault introduces a change
in the resistance parameter of the valve, from an in-
finitely high value when the valve is closed, to some
finite value when the valve is opened. When the valve
is opened, an immediate pressure decrease is observed
by pressure sensor 2 and the resistance parameter is
correctly implicated as the fault.

In the second experiment, an object is dropped in
tank 1, which reduces the capacitance parameter of the
tank. The diagnosis of an object dropped in a tank that
is in a ’holding’ mode or a into a tank that is filling is
trivial, since the model is of order 0 because there is no
dynamic behavior involving the tank parameters. The
fault is therefore introduced when the tank is draining.
Dropping an object in a tank leads to an immediate
increase in fluid level and this leads again to the correct
isolation of the fault.

4 Conclusions

We have built a diagnosis application that operates
on-line on data from a distributed measurement sys-
tem. Two different types of failures were introduced
in the system, and successfully diagnosed using the
Transcend framework. The diagnosis application is
an example of a complex application that benefits from
the 1451.1 information model. Two aspects of the 1451
standard play an important role in application develop-
ment. First, the information model enables streaming
measurements, where data is available as a stream of
continuously sampled data. Second, the data can be
accessed from the NCAP nodes through connections
that can be dynamically established through the client-
server or publish-subscribe methods. When this is com-
bined with an interactive programming environment as
is provided by the Python interpreter, a powerful tool
to explore the operation of a distributed measurement
and control system is created.

At present it is not possible for the system to di-
agnose a fault whose dynamic response spans a model
switch, that is, currently the fault detection and isola-
tion must complete within one operating mode of the
system. This is an issue that is being addressed in
ongoing research on modeling of hybrid systems.

The work described in this paper represents the first
phase in the development of truly distributed fault de-
tection and isolation systems. The next steps in this
research include exploring what aspects of the Tran-

scend functionality can be moved to the network of
NCAP nodes. Although the diagnosis problem in gen-
eral requires a global view of the system, several aspects
allow for local focus. Transcend models are created

using compositional modeling techniques, and models
can be partitioned into model fragments. It then be-
comes possible to distribute the model fragments them-
selves on the transducer nodes.
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