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ABSTRACT
In many mobile wireless applications such as the automated
driving of cars, formation flying of unmanned air vehicles,
and source localization or target tracking with wireless sen-
sor networks, it is more important to know the precise rela-
tive locations of nodes than their absolute coordinates. GPS,
the most ubiquitous localization system available, generally
provides only absolute coordinates. Furthermore, low-cost
receivers can exhibit tens of meters of error or worse in
challenging RF environments. This paper presents an ap-
proach that uses GPS to derive relative location information
for multiple receivers. Nodes in a network share their raw
satellite measurements and use this data to track the rela-
tive motions of neighboring nodes as opposed to computing
their own absolute coordinates. The system has been imple-
mented using a network of Android phones equipped with
a custom Bluetooth headset and integrated GPS chip to
provide raw measurement data. Our evaluation shows that
centimeter-scale tracking accuracy at an update rate of 1
Hz is possible under various conditions with the presented
technique. This is more than an order of magnitude more
accurate than simply taking the difference of reported abso-
lute node coordinates or other simplistic approaches due to
the presence of uncorrelated measurement errors.

Categories and Subject Descriptors
C.3 [Special-Purpose and Application-Based Sys-
tems]: Real-time and Embedded Systems

General Terms
Algorithms, Measurement, Performance
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GPS, localization, differential tracking, relative localization
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1. INTRODUCTION
Precise node location information is highly important for

many mobile systems. For outdoor applications, GPS is
quickly becoming the de-facto standard for location deter-
mination; however, low-cost receivers, such as those found
in smartphones, can exhibit large errors on the order of tens
of meters, especially in urban areas or under dense foliage.
Higher quality devices provide much better accuracy, but
can cost hundreds of dollars, and commercial-grade survey-
ing deployments can reach into the thousands while requir-
ing extensive setup and calibration before they are usable.

While GPS is remarkable in its ability to provide absolute
coordinates anywhere on Earth, many applications, includ-
ing typical wireless sensor network (WSN) deployments, do
not need precise absolute locations. In fact, most of today’s
WSN localization methods rely on estimating the range be-
tween nodes to derive their locations in a relative coordinate
system. Furthermore, numerous applications beyond WSNs
also need accurate relative locations, such as formation fly-
ing of UAVs and other robotic applications, precision agri-
culture, land surveying, autonomous driving (e.g. platoon
formation and collision avoidance), and others. Existing so-
lutions in use today are based on absolute GPS coordinates
(e.g. Differential GPS) or additional sensors such as LIDAR
or gyroscopes, but these are typically very costly.

The main question this paper seeks to answer is whether
it is feasible to build a localization service that provides
highly accurate (centimeter-scale) relative positions for a set
of mobile nodes relying on pure GPS alone. We introduce
RegTrack (Relative GPS Tracking), a novel approach for
using a network of two or more traditional, low-cost, single-
frequency GPS receivers to derive highly accurate tracking
vectors between them in a relative coordinate system. One
might argue that since most GPS error sources are highly
correlated in the same geographic region, simply taking the
difference of the reported absolute locations from two GPS
devices over time would result in very accurate pairwise lo-
cation estimates. There are very specific conditions under
which this may be true, but due to inherently uncorrelated
errors such as minuscule receiver clock biases from GPS
time, it is almost never the case. Additionally, substantial
errors can accumulate in the presence of multipath due to
signal reflections, especially in urban areas or in the likely
case that the receivers cannot see the exact same set of satel-
lites. We believe that an increase in GPS accuracy (in the



relative sense) without a corresponding increase in cost will
enable the production of novel applications that are either
not economical today or are out of reach altogether.

The underlying idea of our approach is simple: let a net-
work of cooperating GPS receivers share their raw satellite
measurements with one another to solve for the 3D pair-
wise relative changes in position between them as opposed
to absolute locations. These vector solutions are derived
locally on each node with the resulting tracks of all other
nodes computed using the local node’s location as a refer-
ence position. As such, the relative locations of all nodes
in a region will be known accurately, regardless of whether
the given node is stationary (as in surveying applications) or
moving (as in vehicle-based applications). The only caveat
is that the initial relative positions of the sensor nodes must
be known to make the tracking results useful.

While a procedure to automatically determine initial rel-
ative positions is a significant missing piece in our goal of a
complete localization system, this paper will show that our
novel method is already usable for highly accurate track-
ing in applications such as land surveying or precision agri-
culture, where the initial node locations are already well-
known. It can also be used in its current state for appli-
cations involving temporal feature extraction, such as the
mapping of certain events (e.g. a lane change or a left turn
in a vehicle’s track) to a specific time tag, or in applications
in which additional sensing modalities may enable periodic
re-initialization of any of the participating nodes’ relative
locations. More importantly, however, we will conclude this
paper with an outline on how we plan to definitively solve
the location initialization problem without imposing the re-
quirement of the stationary calibration phase present in all
existing methods that are able to achieve centimeter-scale
localization precision, tracking or otherwise.

An in-depth discussion and evaluation of RegTrack, along
with its relevant error sources and corrections, is the subject
of the rest of this paper. We show that simple approaches
to GPS relative localization do not work well, and our novel
tracking approach provides significantly better results than
existing methods. In a benign environment with clear views
of the sky, our technique showed as much as a 20x improve-
ment over standard GPS positioning algorithms, with rela-
tive precision on the scale of centimeters. Additionally, our
method produced results ranging from a 3-7x improvement
in moderately obstructed and highly dynamic environments,
with precision on the order of decimeters, regardless of the
baseline length between a pair of receivers which, in our ex-
periments, varied from 0 m all the way up to 3.5 km.

We also show that RegTrack is unlike Differential GPS
or Real-Time Kinematic Surveying, both of which require
precise knowledge of the absolute locations of one or more
of the nodes and can costs thousands of dollars. On the other
hand, our baseline accuracy is currently dependent on the
initial relative location estimates of the participating nodes,
but our methodology requires only instantaneous relative
location information for initialization and can be used with
low-cost, single-frequency (L1) GPS receivers.

The rest of the paper is organized as follows. We start
with a brief overview of GPS and related work. We then
continue with an in-depth discussion of the error and ob-
servation models necessary to make our algorithm work, as
well as the actual methodology used in RegTrack. This is
followed by a short description of the hardware platform

and software implementation used to carry out this work.
We continue with an evaluation of the system and an anal-
ysis of the experimental results, and conclude by describing
our ideas for the continuation of the work.

2. BACKGROUND AND RELATED WORK
The Global Positioning System (GPS) is a satellite-based

navigation system developed by the U.S. Department of De-
fense in the 1970s for military and civilian applications. Cur-
rently, it consists of 31 satellites on six orbital planes about
20,000 km above the Earth’s surface. This constellation en-
ables accurate location information to be computed at any
place, any time on Earth using trilateration with range mea-
surements between an observer and a few visible satellites.

Range estimation is performed using the times-of-flight
of radio signals transmitted by the satellites. Although each
satellite is equipped with a highly accurate and synchronized
atomic clock, receivers are driven by much less accurate crys-
tal oscillators. This design decision allowed for a truly ubiq-
uitous localization service, but makes it impossible to di-
rectly measure the times-of-flight of radio signals traveling
at the speed of light with acceptable accuracy. (Note that
in GPS research, distance estimates based on an imprecise
and arbitrary local clock are called pseudoranges). Instead,
the receiver’s clock offset from true absolute time becomes
another unknown in addition to its 3D position coordinates.
Thus, at least four independent measurements (satellites)
are needed for a position fix to be computed. For the same
reason, a low-cost GPS receiver can provide a highly accu-
rate global time reference (tens of nanoseconds of accuracy)
when locked onto the minimum number of satellites [5].

Many high-accuracy GPS algorithms make use of an addi-
tional signal observation, called the carrier phase or carrier
range of a satellite signal, to increase positioning accuracy.
These values are very precise (centimeter-scale) measure-
ments of the change in range between a satellite and receiver
over time, and are sometimes referred to as the integrated
Doppler shift. Since the initial phase or range at the start
of integration is unknown, however, these measurements are
ambiguous and must be used in conjunction with other ob-
servations, such as the pseudorange, to be of use in localiza-
tion.

GPS satellites continuously transmit messages using a
Code Division Multiple Access (CDMA) spread spectrum
technique, which allows them to share the exact same car-
rier frequency and, more importantly, use a single local os-
cillator (LO) at the receiver; thus, the phase noise and fre-
quency instability of the LO affect all received signals in the
same way. The GPS signal has a rich hierarchical struc-
ture with each signal derived from the same atomic clock
source. All satellites transmit on at least two carrier fre-
quencies (L1: 1.57542 GHz and L2: 1.2276 GHz) which are
modulated by a pseudo-random noise (PRN) sequence. For
civilian applications, each satellite uses a unique sequence of
1023 bits (known as the Course Acquisition, or C/A code)
transmitted continuously at 1.023 million bits/s, whereas
military applications make use of a much longer sequence
(the Precision, or P code) at 10.23 million bits/s. Receivers
need to know the assigned sequences a priori to lock onto the
signals and separate them from noise and from each other.
At the top of the signal hierarchy, each satellite transmits a
low speed navigation message at 50 bits/s that contains its
own clock and location (ephemeris) information.



A typical GPS receiver consists of a low-noise analog
frontend for amplifying, filtering, and down-converting the
antenna signal (∼1.5 GHz), an analog-to-digital converter
(ADC) for digitizing the quadrature IF signal (∼2 MHz),
and a highly parallel digital signal processor implemented
in an ASIC along with a traditional processor core. The
key element of this architecture is the custom digital sig-
nal processor, operating on tens of independent signal paths
(channels) in parallel. Each channel uses a digital correlator
(assigned to one of the known satellite codes) to find, track,
and correlate a PRN sequence in the received data with
the expected PRN signal, shifted and scaled in time. The
tracked shift and scale values that give the maximum corre-
lation value represent the signal time-of-flight and Doppler
shift (arising from the relative motions of the satellites, with
orbital velocities of ∼4000 m/s), respectively.

Each standalone GPS receiver is prone to several sources
of measurement error, and understanding the error budget
is essential to enhancing accuracy. First, the propagation
speed of radio signals in the ionosphere and troposphere is
different than in free space; thus, both refract GPS signals
differently, potentially causing significant error in the over-
all result. Second, each GPS satellite broadcasts its orbital
position (ephemeris) and clock correction data in the naviga-
tion message, as described above. Both pieces of information
are based on a predictive model and are, therefore, inaccu-
rate. These errors however, along with the atmospheric ef-
fects, are correlated within a bounded geographic region and
can be compensated later when more accurate information
is available. Other sources of error include multipath and
measurement noise in the GPS receiver. It is much more
difficult to mitigate these (using more refined antennas or
higher precision receivers that increase the cost, size, and
power requirements of the unit); fortunately, these effects
represent a much smaller percentage of the total error.

Consumer GPS receivers—used mainly for navigational
and recreational applications—represent the standalone
class and are affected by all error sources described above.
The prevalence of these receivers has dramatically driven
down cost, size, and power requirements over the past
decade. However, for applications where standalone accu-
racy may be insufficient, the huge price gap to a more pre-
cise system can be prohibitive. Our work aims at bridging
this gap when only accurate relative locations are needed.

High-precision GPS receivers and receiver systems employ
a variety of techniques to mitigate these errors. Atmospheric
effects can be corrected by using both L1 and L2 carrier fre-
quencies, as refraction is frequency dependent. In fact, as
part of the GPS modernization program, there is an addi-
tional proposed L5 carrier frequency for civilian receivers.
In military-grade GPS, receivers can use the faster P(Y)
code for more precise time-of-arrival measurements. Carrier
phase measurements and tracking can provide even higher
accuracy (comparable to the wavelength of the carrier sig-
nal), but generally require extensive post-processing.

Finally, there are several solutions based on differential
corrections. While all of these approaches employ more than
one receiver, they differ widely in geographic scale, real-time
properties, complexity, and their effectiveness in mitigat-
ing atmospheric, ephemeris, and satellite clock errors. One
end of the spectrum is represented by Satellite-Based Aug-
mentation Systems (SBAS), like the Wide Area Augmen-
tation System (WAAS) used in the U.S., which broadcasts

real-time correction information via geostationary satellites
based on measurements from several ground reference sta-
tions. Most consumer-grade GPS receivers are capable of
using this coarse correction information. The other extreme
is based on offline post-processing, where highly accurate
correction data is calculated at a reference station with a
precise clock (such as an atomic clock source) and a well-
known location.

Most similar to our work is Differential GPS (DGPS),
which also uses multiple receivers to increase GPS accuracy.
In DGPS, mobile receivers can calculate their absolute posi-
tions with increased accuracy by altering their received satel-
lite measurements according to corrections sent out by one
or more static base stations which have been well-calibrated
and know their own positions and clock biases to a high de-
gree of accuracy [15]. This method, while providing absolute
instead of relative coordinates, requires preliminary setup of
expensive, stationary base stations which precludes it from
being used in everyday mobile system deployments.

Another class of methods which has been gaining popular-
ity and increasing in accuracy over recent years is called Real
Time Kinematic (RTK) satellite navigation [13, 11], which
works in a similar fashion to DGPS, except that all coor-
dinates are found using carrier phase measurements with
respect to a dedicated sensing station. Again, the sensing
station is located at a well-known, pre-defined location and
transmits its own position and raw carrier phase measure-
ments to other receivers in the vicinity. As such, partic-
ipating nodes can calculate their coordinates relative to a
base receiver with a high degree of accuracy. In RegTrack,
there is no dedicated base station or reference node. Every
receiver considers itself to be the reference when computing
the relative locations of its neighbors. Hence, the architec-
ture is symmetric and there is no single point of failure.

Another drawback of RTK is that the carrier phase mea-
surements it uses are exclusively relative measurements
which require knowledge of an unknown (but constant) num-
ber of carrier signal wavelengths between a satellite and re-
ceiver at an arbitrary point in time to be of any use in ab-
solute positioning; thus, the system must either:

1. Have extremely accurate knowledge of the absolute
base station position,

2. Use dual-frequency receivers to minimize single-point
errors such as atmospheric delay or measurement
noise, or

3. Spend a considerable amount of time solving for the
carrier ambiguities in the system - a very active area
of research itself [16, 12].

Even after taking these steps into consideration, the sys-
tem breaks down readily in the face of difficult multipath
environments, moderate to severe line of sight obstructions
to satellite visibility, satellite losses of lock, or cycle slips,
making it most appropriate for use in low-dynamic situa-
tions with a clear, broad view of the sky such as nautical
navigation or land surveying [9].

There is also ongoing research in enhancing the core meth-
ods and algorithms used in standard GPS positioning tech-
niques. Researchers from several Brazilian universities have
tried to improve upon the RTK positioning algorithm by us-
ing wavelets as the foundation for a mathematical model of
the GPS system [4]. Additionally, there has been research



into better methods of DGPS base station design [6], as well
as the use of relative positioning in automotive safety appli-
cations [2]. The advantage of our research, however, is that
it is general and extensible to most any type of mobile sens-
ing network, whereas these papers present very application-
specific results which do not provide a means of building
upon them or extending them to other areas.

Finally, there are active research efforts in the mobile sys-
tems community centered around GPS with the focus of
reducing power consumption. Jurdak et al. [8] and Paek et
al. [3] explore various duty cycling strategies. Liu et al. [10]
go one step further and offload location determination to
a remote server, trading off GPS usage for increased com-
munication overhead. These efforts are orthogonal to our
approach, as we are focusing on increasing positioning ac-
curacy and disregarding the associated cost in power in this
first phase of our project.

3. ERROR MODELING
A significant amount of research has been undertaken to

characterize the various sources of error that may affect a
GPS radio signal as it propagates from satellite to receiver.
The generally accepted error sources include both the satel-
lite and receiver’s clock synchronization biases from actual
GPS system time, delays due to propagation speed retarda-
tion as the signal traverses the Earth’s atmosphere, multi-
path interference, antenna phase center offsets, satellite or-
bital errors, and receiver noise. From these errors, we obtain
generally-accepted pseudorange and carrier phase observa-
tion models for a single receiver:

P sr (t) = ρsr(t) + cτr(t)− cτs(t) + dsiono + dstropo+

Ms
r,ρ(t) + φsr(t) + Es + εP

(1)

λL1Φsr(t) = ρsr(t) + cτr(t)− cτs(t)− dsiono+
dstropo +Bsr +Ms

r,Φ(t) + φsr(t) + Es + εΦ
(2)

where P denotes pseudorange, λL1 is the wavelength of the
carrier signal in a vacuum (∼19.05 cm), Φ is the carrier
phase observation, ρ is the geometric range traveled by the
radio signal from receiver to satellite, c is the speed of light,
τ is clock bias, d is an atmospheric delay, M denotes multi-
path, φ is any antenna phase center offset, E is the satellite
orbital error, B is a constant ambiguity term, and ε is re-
ceiver noise. Additionally, any subscripts refer to a receiver,
superscripts refer to specific satellites, and t values indicate
that the corresponding term is dependent on time. These
conventions hold throughout the rest of this paper.

In addition to these explicit error sources, there also ex-
ists an implicit effect known as the Sagnac effect due to the
rotation of the Earth during the time of signal transmis-
sion [1]. Once a GPS signal leaves a satellite, it must travel
a finite amount of time before it reaches a receiver. Since
the Earth is rotating during this time, the propagation time
(and hence the raw observations) will either grow or shrink
as the receiver rotates away from or toward the incoming
signal. If receiver and satellite positions were calculated in
a non-rotating, Earth-Centered Inertial (ECI) frame, this
would not cause a problem since the receiver position at
the time of reception would indicate the correct propaga-
tion distance from the satellite at the time of transmission.
In GPS, however, satellites transmit their ephemeris data to
allow users to calculate their positions in an Earth-Centered,

(a) ECI Frame: Since the
coordinate system is fixed
in space, the receiver po-
sition, Xr(t1), at the time
of signal transmission, t1,
is not equal to its position,
Xr(t2), at the time of signal
reception.

(b) ECEF Frame: Since
the coordinate system ro-
tates with the Earth, the
receiver positions at the
time of signal transmission
and reception appear iden-
tical, Xr(t1) = Xr(t2)

Figure 1: The Sagnac Effect

Earth-Fixed (ECEF) coordinate frame which rotates along
with the Earth. As such, any changes in propagation delay
induced by the rotation of the Earth are not taken into ac-
count in the calculation of the satellite positions. Figure 1
explains this phenomenon.

Since the ECEF coordinate system rotates along with the
Earth, it is clear from Figure 1b that the signal propagation
range from satellite to receiver, Rs

r = ||Xs(t1) − Xr(t2)||,
computed under the assumption that the coordinate system
has remained stationary between t1 and t2 will be incorrect
and will not coincide with the observed pseudorange and
carrier phase measurements. In order to account for this
problem, the user must correct the computed satellite po-
sitions for the amount of rotation the receiver experienced
during the time of signal transmission. Corrections for this
effect are commonly referred to as Earth rotation correc-
tions and a number of algorithms exist for computing them.
Left uncorrected, the Sagnac effect can contribute to satel-
lite position errors on the order of 30 m, so this type of effect
cannot be ignored.

3.1 Dual-Receiver Error Sources
There exist several subtleties regarding the Sagnac effect

that do not seem to appear in literature at this time of writ-
ing, stemming from the fact that the Earth continues to ro-
tate in the presence of time delay errors such as atmospheric
perturbations or clock biases:

1. Most Earth rotation corrections are calculated using
raw pseudorange observations that include two types
of errors: signal errors (which directly affect the ac-
tual propagation time of the satellite signal) and bias
errors (which appear in the observation but are not
due to signal delays). Due to the bias errors, we can-
not know the exact time of reception of the satellite
signals, which means we do not know the real propa-
gation time of the signal, and hence cannot accurately
estimate how far the Earth has rotated during this
time.

2. In the two-receiver case, if measurements are made at
two slightly different times, the satellite positions at
the time of each signal transmission will have actually
been different.

3. Also in the two-receiver case, the change in satellite
positions during any measurement time discrepancy



will result in an error analogous to the motion of
the receivers described earlier in this section; namely,
the signal propagation times will have been different,
and thus, the Earth will have experienced differing
amounts of rotation.

Due to these subtleties, two receivers making observa-
tions at apparently the same time (according to their local
clocks) may calculate satellite positions that are up to ∼9 m
apart from one another. In reality, these two combined error
sources typically amount to 1-3 meters of error per satellite.

Ideally, we’d like to take the satellite geometry“snapshots”
according to both receivers and extrapolate the measure-
ment data to correspond to what the observations and satel-
lite positions should have been if taken exactly at the GPS
epoch in the absence of any clock errors. Unfortunately, this
requires a slight increase in computational complexity, and
extrapolation of measurement data to a specific reception
time is not quite as simple as it may seem.

4. TECHNICAL APPROACH
Our approach to solving the localization problem posed in

this paper involves:

• the addition of a new data conditioning algorithm to
remove the two-receiver error sources mentioned in the
previous section,

• a new observation model that leverages the time-
varying constellation of a set of mutually visible satel-
lites into a single set of equations that we call the Dual-
Epoch, Double-Differenced Model, and

• the application of a novel tracking algorithm through
time to produce accurate 3D pairwise mappings of all
the relative node locations in a network of receivers.

4.1 Data Conditioning
As mentioned in the previous section, the optimal way to

overcome the error subtleties arising from the two-receiver
case is to extrapolate the data from two or more receivers to
the exact common point in time when the receivers should
have made their measurements, namely the GPS epoch. In
order to begin the extrapolation procedure, it is necessary
to first determine the clock bias of each receiver so that we
know how far forward or backward to extrapolate the data.
This step can be as simple as solving for the standalone
3D position and bias of each receiver using a simple least-
squares optimization routine as described in [5].

Once the receiver clock bias is known, the obvious next
step would be to simply rotate each of the receivers’ coor-
dinate frames and data sets to coincide with the nominal
GPS epoch. This will not result in a satisfactory solution
however, especially in the multiple receiver case, because
although the receivers themselves can be rotated into a co-
hesive frame, the satellite positions do not “rotate” with the
Earth, but rather follow their own orbits. This means that
errors due to the discrepancies between satellite positions at
actually different transmit times will still be present. Ad-
ditionally, the amount of Earth rotation experienced during
the measured signal propagation interval cannot be assumed
to be identical to the amount of rotation that would have
been experienced at the extrapolated time.

In order to correctly extrapolate the data, we need to de-
termine the change in signal propagation time (and by ex-
tension, the propagation range, Rsr) if the measurement had

been correctly made at the GPS epoch. Fortunately, the
instantaneous change in range can be inferred quite accu-
rately using the Doppler shift observable (necessarily com-
puted by all GPS chips), which directly indicates the line-
of-sight range rate between a satellite and receiver at any
given time:

∆Rsr = fsD(t) ∗ λL1 ∗ tbias (3)

where fsD(t) is the instantaneous Doppler frequency to satel-
lite s reported by the receiver, λL1 is the vacuum wavelength
of the carrier signal, and tbias is the receiver clock bias from
GPS system time. Assuming a Doppler shift accuracy of
±1 Hz, this change in range is guaranteed to be accurate to
better than 191 µm.

Since we know both the receiver clock bias and what the
measurement observables should have been, we can itera-
tively calculate the satellite positions, Xs, and Earth rota-
tion corrections to find the updated transmit times of each
GPS signal that would have been received at the exact GPS
epoch. Essentially, we are using the ∆Rsr results from Equa-
tion 3 to minimize the non-linear function:

ε = ∆Rsr − (Rsr(t
′
t)−Rsr(tt)) (4)

where tt is the transmit time of the signal we actually re-
ceived, t′t is the updated transmit time corresponding to
the signal that would have been received at the exact GPS
epoch, Rsr(tt) = ||Xs(tt) − Xr|| is a constant equal to the
satellite-receiver range at the actual time of reception, and
Rsr(t

′
t) = ||Xs(t′t) − Xr|| is the calculated range at the ex-

act GPS epoch. Put another way, we are trying to find
the corrected transmit time, t′t, which would result in an
Rsr(t

′
t) that minimizes Equation 4. The following procedure

explains how this can be done:

1. Calculate the range at the actual time of reception:
Rsr(tt) = ||Xs(tt)−Xr||,

2. Update the measurement observables by the computed
∆Rsr value,

3. Correct the signal transmit time according to: t′t =
tt − tbias,

4. Calculate the satellite position at the new transmit
time, t′t,

5. Translate the satellite positions into the receiver’s
ECEF frame using Givens Rotations (see [5]),

6. Calculate the corrected range according to the new
satellite positions: Rsr(t

′
t) = ||Xs(t′t)−Xr||,

7. Compute the range error (Equation 4),

8. Iterate through the following until the magnitude of
the new range error exceeds that of the previous:

• Update the possible transmit time, t′t, by either
±1µs,

• Calculate the new satellite position at this time and
translate into the receiver’s ECEF frame.

• Compute the updated range and calculate the cor-
responding range error.

Luckily, the propagation biases are small enough that only
1-3 iterations of the above algorithm are usually required
to find a solution that extrapolates satellite positions to µm
accuracy. This can be verified by examining the apparent
satellite positions according to two co-located receivers at
the same epoch and noting that the positions should now
be identical. Table 1 summarizes actual results using this
algorithm.



Satellite # Mean Difference without Extrapolation Mean Difference with Extrapolation
6 1.7 m < 1 mm
14 2.0 m < 1 mm
15 1.4 m < 1 mm
18 1.4 m < 1 mm
21 1.9 m < 1 mm
22 2.1 m < 1 mm
27 1.8 m < 1 mm

Table 1: Average satellite positional differences as
seen from three receivers at the same GPS epoch
over the course of 30 minutes.

4.2 Dual-Epoch, Double-Differenced Model
With the independent rotational effects removed and the

data extrapolated to the proper GPS epoch, it is now pos-
sible to introduce a new set of observation models involving
two receivers and a single satellite that contain a minimum
amount of residual error while maintaining a stronger geom-
etry than similar triple differencing models. This new set
of equations (See Equations 5 and 6) constitutes the Dual-
Epoch (dual-receiver, single-satellite), Double-Differenced
model.

Unlike the standard double-differenced equations that use
data from a single epoch by necessitating the inclusion of
a “reference satellite,” (see [5]), this model uses two single-
differenced observations from consecutive epochs to generate
a new observation. The effect of this alteration is twofold:

1. No reference satellite is required; therefore, individ-
ual satellites observations are, in fact, independent of
one another and do not require additional manipu-
lations in situations when a reference satellite would
have changed or disappeared, and

2. Traditional double-differenced carrier range models re-
sult in an integer ambiguity that is dependent on the
satellite, receiver, and reference satellite; whereas, in
the dual-epoch, double-differenced model, this ambi-
guity term completely cancels out.

The following describes this new model (where ∇∆ denotes
the double-differencing operation between satellite s and re-
ceivers j and k over two epochs):

∇∆P sjk = ∇∆ρsjk + c∇∆τjk +∇∆Ms
jk+

∇∆φsjk +∇∆εP
(5)

∇∆λΦsjk = ∇∆ρsjk + c∇∆τjk +∇∆Ms
jk+

∇∆φsjk +∇∆εΦ
(6)

We can see here that the carrier phase model (Equation 6)
no longer includes an ambiguity term. If we assume that the
multipath, antenna phase center offsets, and receiver noise
are negligible, this equation can be re-written:

∇∆λΦsjk = ∇∆ρsjk + c∇∆τjk (7)

where the result includes only the difference between the
change in ranges of two receivers over the course of one
epoch and the difference between the two receivers’ clock
drifts. Equation 7 is unique in that it uses highly accu-
rate carrier phase observations to produce unambiguous es-
timates of the change in relative ranges between a satellite
and two receivers through time without requiring any sort
of reference satellite or node.

4.3 Tracking Algorithm
This new observation model can be used directly in the

creation of a novel tracking algorithm with the potential for

centimeter-scale precision through time. We can note that
by subtracting one receiver’s carrier phase observation to
satellite s from a second receiver’s similar observation, the
result is the range difference between the two receivers to
that satellite, which is equal to the baseline between the two
receivers projected onto the line-of-sight unit vector from re-
ceiver to satellite. Note that the GPS satellites are such a
great distance from the surface of the Earth that the unit
direction vectors can be assumed to be identical for both
receivers with little effect on the result as long as the two
receivers are located in the same geographic region. We
perform the same operation at the next time epoch, t+1,
and then subtract the two results to create the dual-epoch,
double-differenced value through time, with model corre-
sponding to Equation 7.

Since ∇∆ρsjk represents how much the projected baseline
described above has changed over the course of one epoch,
the model can be expanded as follows:

∇∆λΦsjk(t) = Rsk(t)−Rsj(t)−Rsk(t−1)+

Rsj(t−1) + c∇∆τjk
(8)

When the range is written recursively, we see that:

∇∆λΦsjk(t) = (Rsk(t−1) + ∆Rsk)−
(Rsj(t−1) + ∆Rsj)−Rsk(t−1)+

Rsj(t−1) + c∇∆τjk

= ∆Rsk −∆Rsj + c∇∆τjk

(9)

This shows that the dual-epoch, double-differenced result
is actually a measure of the change in range between two
nodes and a satellite (plus the difference in relative clock
drifts). Geometrically, this corresponds to the change in
receiver-receiver baseline (∆b) projected onto the unit di-
rection vector from receiver to satellite (asr):

∇∆λΦsjk(t) = ∆b·asr + c∇∆τjk (10)

It is clear from this result that neither of the initial posi-
tions of the receivers must be precisely known in order for the
relative motions between them to be accurately tracked. Ad-
ditionally, it is unnecessary to solve for the motions of both
of the receivers, since Equation 10 allows for a direct solution
of the change in baseline based on our general knowledge of
the unit direction vector to satellite s. Thus, the assump-
tion that one node is stationary (∆Rsj = 0), even when it
is not, causes all of the relative motion to be attributed to
the second node (∆Rsk = ∆b · asr), which is exactly what is
desired, even though it is incorrect in the absolute sense.

In order to solve a system of tracking Equations 9 or 10,
a simple least-squares optimization routine can be set up
to estimate the tracked 3D coordinates through time along
with the clock drift difference. As long as consistent satellite
locks are maintained with at least four satellites, the relative
positions of any node after initialization can be determined
via simple dead reckoning (i.e. adding the current tracking
result to the last relative position estimate).

We should note here that our implementation does carry
out a small amount of preprocessing to filter bad data and
minimize the effects of multipath and random outliers. To
begin, data from satellites appearing lower than 12◦ on
the horizon are disregarded, as signals from such satellites
have significantly more atmosphere to traverse than higher-
elevated satellites. This has been shown to significantly de-
crease the accuracy of the signals, not to mention the fact



that lower-angled satellites are more likely to be intermit-
tently blocked by obstructions and influenced by multipath
reflections. Next, carrier phase data is tested at each epoch
to ensure that no cycle slips (sub-millisecond losses of satel-
lite lock) have occurred, as a slip of only one cycle will in-
troduce ∼19 cm of error into the satellite observation.

Cycle slips are detected by comparison of the received
carrier phase observation (Φ(t)) to a prediction of what the
observation is expected to be (Φ′(t)), calculated by extrap-
olating the carrier phase from the previous epoch forward
in time using the instantaneous Doppler shift observation
(fD(t)), which is immune to such cycle slips. Recall that
Doppler shift tells us the frequency offset of a received car-
rier signal from that of the transmitted signal. The carrier
phase observable is obtained by counting the number of cy-
cles that pass in a beat signal formed by mixing the trans-
mitted carrier with a sine wave equal to the frequency of
the received signal. Thus, the two observations are linked
mathematically, with the Doppler shift giving a direct esti-
mate of the number of additional carrier cycles that should
pass over the next second. Thus, the error between the re-
ceived carrier phase and the predicted carrier phase, where
Φ′(t) = Φ(t−1)+fD(t−1), can be used to detect cycle slips.
Currently, any error over the threshold of one-half a carrier
cycle is deemed to be a cycle slip, and the corresponding
measurement is disregarded.

Finally, a rudimentary form of multipath detection is car-
ried out by disregarding satellite observations which main-
tain a residual error of greater than one-quarter the wave-
length of a carrier cycle after the tracking solution has been
found. If such an observation exists, the offending satellite
is removed and the tracking algorithm is repeated until no
further residuals of this magnitude are present.

In addition to allowing for the tracking of relative motions
without requiring precise a priori knowledge of any node lo-
cations, our tracking methodology has the added advantage
that neither of the nodes must remain stationary during the
tracking procedure due to the fact that:

• Any absolute changes in position are irrelevant since
all motion gets attributed to the “relative” receiver,
and

• The unit direction vectors are virtually identical for a
node that has only moved an order of meters in one
epoch.

Note that the only components in tracking Equation 10
are the change-in-baseline term and the double-differenced
clock bias (which in this case, equals the difference between
the two receivers’ clock drifts). We can analyze the error
introduced by the assumption that the unit direction vector
to a satellite does not change between consecutive epochs
numerically for the worst case by noting that a satellite
completes a full orbit every 11 hours and 58 minutes. In
other words, the largest angle it could trace out in the sky
over one second would occur when it passes through the
zenith directly overhead. At the standard orbital period,
1 second equates to 0.008357◦. This means that the most
influence the change in unit direction could have would be
1.0− (1.0× cos 0.008357) = 10.636×10−9 times the baseline.
This is such a small number that it can be disregarded, but
it is very important to note that the error due to this effect
increases with increasing baseline lengths. Anything over
1,000 km will start to introduce errors on the centimeter

level so our method should only be used for so-called short
baselines less than 1,000 km.

5. IMPLEMENTATION DETAILS
In order to test the aforementioned algorithms, we im-

plemented a combined version of the error correction proce-
dure and tracking algorithm (called RegTrack) as a mobile
smartphone app using standard Java. We chose a network of
HTC Desire Android smartphones to experimentally evalu-
ate RegTrack. Each phone was paired with exactly one cus-
tom Bluetooth-headset [14] that includes a µblox LEA-6T
GPS receiver. We chose this particular L1 receiver because
it supplies raw measurement data, whereas many low-cost
receivers do not. We do not see this as a significant road-
block since the data is necessarily available internally; it is
simply a question of providing it directly as an output. The
standalone accuracy of the LEA-6T is around 2.5 m with an
unobstructed view of the sky.

In our setup, the headset streamed raw GPS data (pseu-
dorange, carrier phase, ephemeris, etc.) over a virtual COM
port to the phone, using the UBX protocol of the µblox GPS
receiver. The GPS coordinates computed and reported by
the GPS receiver were also streamed to the phone to allow
for comparison between RegTrack and the built-in algorithm
supplied by µblox.

To avoid having a single point of failure, we opted for
a distributed, symmetric software architecture where each
smartphone shares its raw GPS data with the entire net-
work and runs the localization algorithm independently on
the GPS data received from its peers, as well as from the
local GPS receiver. We relied on an Android port of the
JGroups reliable group communication protocol stack for
network-wide broadcast of raw GPS readings [7]. JGroups
provides group membership management, guarantees atomic
multicast messages (all or none message delivery), maintains
packet ordering, and handles retransmissions of lost pack-
ets – a variety of features that are required to ensure that
all smartphones in our network operate on the same input
data set. In our prototype, we configured JGroups to use
UDP (IP Multicast) over WiFi as the underlying transport
protocol. Essentially, each phone was set up to act as a
Bluetooth-to-JGroups bridge that receives raw GPS data
via the Bluetooth link and disseminates it to the network,
as well as a network receiver, accepting JGroups messages
from the network and forwarding them to the solver, which,
in turn, computes the relative coordinates of the nodes in
the network.

6. EVALUATION
Our evaluation approach compares the accuracy of Reg-

Track to the ground truth. However, to put the results into
context, we also need another methodology to create a refer-
ence. We decided to use a simple method we call Absolute-
to-Relative (A2R) coordinate determination. In this tech-
nique, we simply subtract the absolute positions of one or
more receivers from the absolute position of a reference re-
ceiver, creating a map of relative locations with respect to
the reference receiver’s coordinate system. If, by extension,
we would like to find the baseline between two mobile nodes
that are moving relative to the stationary reference (and
to one another) using A2R, we would simply subtract the
relative position vectors (from the reference to each of the



Figure 2: Experiment with three nodes exactly 9 feet
apart moving around a running track, relative to an
additional stationary node.

mobile nodes) from one another, which would result in a
position vector from one mobile node to the other as seen
from the reference node.

This method, while simple and easy to implement, is lim-
ited by the uncorrelated errors present in the absolute posi-
tioning technique used. On the other hand, the µblox chip
represents the top-end of several low-cost, L1 receiver lines,
so if we are able to demonstrate improvements over it, this
shows a useful contribution to localization research.

6.1 Experiment: Running Track
Establishing the ground truth for localization experiments

is always difficult, even more so when mobility is involved.
The site for our first set of experiments, a running track
with precisely marked lanes, helped greatly in this regard;
hence, we tried out multiple different scenarios. The first
experiment was a stationary setup with four nodes placed
on the track at the corners of a rectangle approximately
100x50 m in size. The second experiment utilized a 9-foot
long pole. We placed one receiver at each end of the pole
and walked around the track multiple times in the middle
of lane 4. The pole was kept perpendicular to the direction
of movement; hence, the nodes were moving approximately
on the border between lanes 2 and 3, and between 5 and 6,
respectively. We also placed an additional stationary node
on the track. Finally, we constructed an equilateral triangle
of three 9-foot long poles and put a node at each corner.
This setup was similar to the single pole configuration with
an additional node moving along the center of lane 4 ahead of
the other two nodes (see Figure 2). Once again, a stationary
node was also used.

These experiments are useful because the relative dis-
tances of the nodes attached to the poles are precisely known
at all times, with only the relative directions changing. As
such, they provide us with a way to measure the performance
of the technique in the “free mobility” case with extreme
precision. The additional static node adds range mobility to
the experiment, since both the relative directions and dis-
tances to the nodes are changing continuously when viewed
from this receiver. This provides performance statistics on
the technique when used with baselines of varying lengths.

Figure 3: Cumulative error distributions for a sta-
tionary receiver.

Finally, the stationary node gives us the ability to create
absolute ground truth maps for easier visualization, such as
using Google Earth as shown in Figure 5.

6.1.1 Stationary Setup
In this setup, we had four nodes placed at the corners of

a rectangle approximately 100x50m in size. The track had
trees and a building next to it, so the nodes had a partially
obstructed view of the sky. Nevertheless, this can still be
considered a benign GPS environment. To test system sta-
bility, we let the system run for more than 25 minutes. Note
that RegTrack made no assumptions that the nodes were
stationary.

To evaluate the accuracy of the system, we set the abso-
lute initial position of each node to be equal to the reported
absolute location from the GPS chip (from which the Reg-
Track algorithm can deduce the initial relative positions of
each receiver). This gives a fair comparison since both the
A2R and RegTrack algorithms start with identical views of
all of the node positions in the network. Each receiver then
tracks the motions of the other nodes through time using
the pairwise relative tracking vectors between the remote
node and itself. The error is determined from the distance
between the computed relative location at any point in time
and the ground truth. Since the nodes are completely sta-
tionary, the ground truth is simply the starting location of
each node. In other words, the position of a node in the net-
work relative to any of the other nodes should be identical
to its relative position when tracking was initialized for both
A2R and RegTrack.

The results shown in Figure 3 indicate the cumulative er-
ror distribution for one of the three remote nodes as viewed
from an arbitrarily chosen reference receiver. Note that dif-
ferent choices of reference and/or remote node result in al-
most identical distributions, so only one of the 12 possible
options is shown here. In every case, RegTrack produced
very accurate results with mean errors ranging from 7.5-
10.3 cm (with standard deviations of 4.9-6.8 cm). The er-
rors using A2R were significantly worse, with mean errors
ranging from 1.46-1.82 m and standard deviations from 0.7-
0.84 m. This is almost a 20-time improvement in average
error, with an extremely substantial increase in stability as
evinced by the low standard deviations. Figure 4, taken
from an actual track experiment, shows what this type of
improvement looks like graphically over a 25-minute period.
Note that RegTrack resulted in both significantly slower and
smaller error accumulations than A2R; however, the errors



in A2R appear to be zero-mean, whereas the RegTrack er-
rors indicate a slow bias over time.

(a) A2R (b) RegTrack

Figure 4: Static tracks using A2R vs. RegTrack.

6.1.2 Fixed 9-foot distance
The results of the experiment with two mobile nodes on a

9-foot (2.74 m) pole and a single stationary node are proba-
bly the easiest to visualize. Figure 5 shows the ground truth
of this experiment—the tracks of the two mobile nodes in
Google Earth. Figure 6 shows the tracks estimated by A2R
as seen by the stationary node, under the assumption that its
precise absolute location is known. Finally, Figure 7 shows
the tracks computed by RegTrack, indicating the relative
location vectors between the stationary node and the two
mobile nodes through time (and again assuming that the
stationary node is perfectly localized and the starting posi-
tions are known). In other words, these results indicate the
tracks of the two mobile nodes as seen from the reference
with relative ranges varying from 0 to ∼125 m. In the latter
two figures, the ground truth is shown using a dashed line,
and the background image is removed for clarity.

As the figures show, the tracks reported by RegTrack are
generally closer to the ground truth. For example, the two
nodes are always perpendicular to the track and finish al-
most exactly where they started. This is also apparent in
Figure 8, which shows the estimated distance between the
mobile node pair (as seen from the stationary reference) as
it moved around the lap. Notice by comparing Figure 6 to
Figure 8 that the A2R tracks are not only inconsistent in
their ability to stay in the correct lane position, the nodes
also frequently move in an orientation that is not perfectly
parallel to the track, as indicated by the greater than 9-ft
range errors in Figure 8 that correspond to track locations
in Figure 6 at times when they visually appear to be less
than 9-ft, and also in the starting locations of the two nodes
in Figure 6 (with a range of close to 5 m as opposed to the
expected 2.74 m).

Knowing the ground truth between the two mobile nodes
to be a fixed 9 feet, or 2.74 m, the mean error using A2R (as
seen from the stationary reference node) was 89 cm with a
standard deviation of 68.5 cm. Taking the difference of the
vectors provided by RegTrack between each mobile node and
the reference, the mean error was 16.8 cm with a standard
deviation of 8.4 cm.

Note that we can also track the relative distance of the
two mobile nodes without an explicit reference node. Each
of the mobile nodes can consider itself to be the reference
and track the relative location of the other. (This is the
default operating mode of RegTrack, and we refer to it as
“RegTrack-Direct” in the rest of this paper. The station-
ary reference node was only necessary to give results over
changing baseline ranges and to show the absolute track in

Figure 8: Estimated distance between the mobile
nodes (as seen by the stationary node) as a func-
tion of time as they moved around the track.

Figures 6 and 7.) This method provides a mean error of
14.2 cm according to both receivers, with a standard devi-
ation of 7.8 cm. It is interesting to note that the relative
errors are very similar whether we use a reference node up
to 125 m away or just the two mobile nodes that are less
than 3 m apart. In conclusion, this experiment showed a
factor of 6 improvement over the A2R approach, with al-
most a 10-time improvement in stability as indicated by the
standard deviation values.

6.1.3 9-foot equilateral triangle
This experiment was very similar to the previous one with

the addition of an extra mobile node. Again, our approach
is compared to A2R; that is, the value computed by taking
the difference of the absolute positions reported by the three
µblox receivers involved and the stationary reference. The
combined mean error of RegTrack for all three baselines was
23.2 cm, and the standard deviation came to 17.6 cm, which
was a 3.5-time improvement over the A2R standard devia-
tion of 63.2 cm. The mean error of A2R was 1.12 m, giving
us a 6.6x improvement in overall mean error.

Notice that in this setup, each mobile node sees the other
two at a 60-degree angle. Since RegTrack computes location
vectors, we can estimate this angle easily. It is also straight-
forward to do with A2R. Figure 9 shows the distribution of
all three angle estimates throughout the lap. These results
show a marked improvement over A2R, with a clear spike
in the distribution curve around the 60-degree mark. The
standard deviation of the RegTrack results was 8◦, while the
standard deviation of the A2R results was 33◦. Note, how-
ever, that due to the close proximity of the receivers, a small
error in range can result in significant angular errors.

6.2 Experiment: Automobile
Since multiple experiments in a fairly benign environment

all produced marked improvements over A2R, we decided to
test the limits of our system by running experiments in both
a partially-obstructed area and under high-dynamic condi-
tions, namely driving in a car. We should note here that the
data for the following experiments was, by necessity, logged
and then processed after the experiment instead of in real-
time, due to the fact that we were driving in an area far wider
than a single wireless router was able to cover. In the future,
we may investigate alternate means of data dissemination to



Figure 5: Ground truth
Figure 6: A2R. Figure 7: RegTrack

Figure 9: Angle distributions for one lap.

overcome this problem, such as ad-hoc phone-to-phone net-
works or even a cellular data implementation.

In carrying out the following experiments, we noted (as
expected) that there were times when one or more of the re-
ceivers could not maintain enough satellite locks to continue
using RegTrack. Since re-calibration was out of the ques-
tion in such dynamic experiments, we overcame this prob-
lem by simply extrapolating the node tracks based on the
most recent velocity estimates of the receiver. So long as
the velocity did not change abruptly during an outage, this
solution worked sufficiently well for us to be able to evaluate
the accuracy of our algorithms in these more difficult envi-
ronments. Note, however, that this is an extremely naive
solution to dealing with temporary losses of satellite locks.
In the future, we plan to devise better, more robust ways of
dealing with this problem, but for this phase of the project,
we simply needed a way to keep the tracks moving to eval-
uate our technique under these dynamic conditions.

The entirety of this experiment involved placing three
GPS nodes on top of a car and driving in a 12.2-km loop,
where the course was broken up into two distinct parts.
The first part involved driving at relatively low speeds
(<50 km/h) between 2-4 story tall buildings and under nu-
merous leafy trees; in other words, a slightly higher dynamic
environment than in previous experiments with significantly

more opportunities for multipath, cycle slippage, and losses
of lock. This was followed by an extremely high-dynamic sit-
uation in which we drove on an interstate highway, where the
main obstructions were the numerous overpasses that tem-
porarily blocked satellite visibility. Finally, we exited the
interstate and closed the loop to return back to our starting
point.

In addition to the three mobile nodes on the roof of the
car, we also set up a stationary node at the starting posi-
tion to test the accuracy of our algorithm when a receiver is
tracking multiple nodes many kilometers away (a maximum
of 3.5 km in this case).

6.2.1 Driving in Obstructed Area
Three nodes were placed on top of a vehicle situated in

a wide open parking lot with a clear view of the sky, two
in the front approximately 1.04 m apart and a third on the
back left side approximately 1.35 m behind the front left
node. After initialization, the car was driven slowly through
a very narrow alleyway with buildings on either side and sig-
nificant tree cover. The car then drove through a one-lane,
suburban-type road with occasional tree cover, followed by a
main road (at approximately 50 km/h) with tree cover. The
total length of this portion of the experiment was 1.478 km,
which took 5 minutes to complete including a few stops due
to traffic. Table 2 summarizes the results as they accumu-
lated over time, where “RegTrack” indicates the pairwise
node ranges as computed with reference to the stationary
node, and “RegTrack-Direct” indicates the results as com-
puted directly (pairwise) from each of the mobile nodes on
the vehicle relative to one another, excluding the stationary
node.

Somewhat surprisingly, the overall RegTrack results were
only marginally less accurate than those from the running
track, even though this experiment included a much more
difficult GPS environment. We would have expected multi-
path and losses of satellite locks to have more of an impact,
but it is possible that the close proximity of the receivers to
one another meant that any multipath effects were actually
quite similar for all receivers, and therefore canceled out.

It is interesting to note that the direct application of Reg-
Track from each of the roving nodes to one another resulted



in less accurate results than when viewed from the station-
ary node by about a factor of 3. The most likely reason for
this is that the stationary node had a clear view of the sky,
meaning it was more likely to have a larger number of visible
satellites in common with each of the mobile nodes at any
given time than they did with one another. In either case,
RegTrack outperformed the A2R method by a factor of 2
for the direct case, and a factor ranging from 4.5-6.5 when
using the stationary node as a reference.

6.2.2 High-Speed Driving
For this portion of the driving test, we entered an inter-

state highway with a clear view of the sky, obstructed only
by occasional overpasses. It is important to note here that
we did not stop and re-initialize the RegTrack algorithm,
but rather continued on from the end of the previous por-
tion of the driving experiment. Therefore, any error that
had accumulated during that time was also present to begin
this test.

The total length of the path traversed during this exper-
iment was 7.027 km, taking 4.75 minutes to complete. The
receivers were moving an average speed of 90 km/h during
this time. The results for two of the mobile node pairs are
summarized in Figure 10:

Clearly, the improvement of RegTrack over A2R in the
mean error graph for mobiles nodes #1 and #2 looks sig-
nificantly better than the results from nodes #2 and #3.
We included both sets of results to emphasize an impor-
tant point, namely to show how crucial it is that the initial
relative positions of the nodes be set properly. Nodes #1
and #2 correspond to the front two receivers on the car,
which, from looking at both GPS tracks and analyzing the
result data, accrued only a modest amount of error over
the first part of the driving experiment. Node #3 was the
node on the back of the car directly behind node #2, and
it was apparent that this node had accumulated more error
than the other two in the directional sense (in other words,
the reported ranges between the nodes were quite close to
the actual ranges, however the direction vectors from node
#3 to the other nodes were slightly incorrect). As such,
the tracking algorithm could have been working flawlessly
and the comparison to ground truth would still show signifi-
cant error since the initial positions at the beginning of this
portion of the experiment had already accumulated error.
Again, this just serves to show the importance of correct
position initialization in any tracking algorithm.

Since the initial positions of nodes #1 and #2 were shown
to be more closely representative of the ground truth, the
results in the first graph are more indicative of the perfor-
mance of the RegTrack algorithm. Once again, RegTrack

Method Distance Traveled Mean Error Standard Deviation
RegTrack 500 m 15.2 cm 10.5 cm

RegTrack-Direct 500 m 50.7 cm 24.0 cm
A2R 500 m 93.6 cm 36.5 cm

RegTrack 1 km 15.0 cm 10.2 cm
RegTrack-Direct 1 km 48.4 cm 24.1 cm

A2R 1 km 97.5 cm 36.5 cm

RegTrack 1.48 km 25.3 cm 24.8 cm
RegTrack-Direct 1.48 km 62.2 cm 36.4 cm

A2R 1.48 km 113.4 cm 55.6 cm

Table 2: Cumulative accuracy for one of the node
pairs while driving through a difficult GPS environ-
ment.

Figure 10: Mean errors over time for two of the mo-
bile node pairs attached to the roof a car driving
along the interstate.

outperformed A2R by a significant margin, only this time
the direct localization approach (i.e. the positions of the
mobile nodes as seen from one other, excluding the station-
ary node) performed slightly better than the stationary node
case (as expected). This again furthers our theory that low
satellite visibility in the first part of the experiment was to
blame for the decrease in accuracy.

For numerical comparison, the mean error of the A2R
method was 2.47 m with a standard deviation of 1.29 m,
whereas the mean error of the RegTrack method was 37.6 cm
with a standard deviation of 34.5 cm, and the mean er-
ror of the RegTrack-Direct method was 34.8 cm with a
standard deviation of 31 cm. As a frame of reference,
this level of accuracy allows for quite obvious feature ex-
traction of important driving events such as lane-changing
as shown in Figure 11, approximately 1 km into the ex-
periment. For a video of the entire experiment, go to
http://tinyurl.com/bvelw4c.

Figure 11: Track of car carrying out a lane change.

6.2.3 Closing the Loop
At the very end of the interstate experiment, our vehicle

passed under a wide overpass while at the same time subtly

http://tinyurl.com/bvelw4c


changing directions. Also, each of the nodes re-acquired
satellite locks at slightly different times. As a result, the
simple velocity extrapolation method used throughout the
rest of the experiment failed in this case, with the 3 mobile
receivers emerging from the overpass with tens of meters of
distance between them as seen from the stationary reference
node.

One node, however, was able to re-acquire its satellite
locks quickly enough to have only accrued a minimal amount
of error, enabling us to continue to track its position relative
to the stationary node as we closed the loop and returned
back to the starting position. This required an additional
3.696 km of driving over 5.2 minutes. At this point, the
remaining node appeared 2.3 m away from its starting po-
sition. While this number by itself is quite impressive, con-
sidering RegTrack relies on dead reckoning and the entire
experiment lasted 15 minutes and covered 12.2 km of mod-
erate to difficult GPS terrain, we expect that the result may
have even been better had the final overpass not temporarily
disabled the RegTrack algorithm.

The final important thing to note about this driving ex-
periment is the level of accuracy that was able to be main-
tained relative to a stationary reference node, even though
the range to that node varied up to 3.5 km away. This shows
that our error analyses and the corrections used in RegTrack
produce precise enough satellite observations that accuracy
is largely independent of the pairwise distances between the
mobile nodes being tracked. As a summary, the following
table shows the results of all experiments described in this
section:

Experiment Method Mean Error Standard Deviation
Track:
Stationary

RegTrack 9.1 cm 6.1 cm
A2R 168.4 cm 77.3 cm

Track:
9-ft Pole

RegTrack 16.8 cm 8.4 cm
RegTrack-Direct 14.2 cm 7.8 cm

A2R 89.0 cm 68.5 cm
Track:
Triangle

RegTrack 23.2 cm 17.6 cm
A2R 112.0 cm 63.2 cm

Driving:
Obstructed/
Multipath

RegTrack 25.3 cm 24.8 cm
RegTrack-Direct 62.6 cm 36.4 cm

A2R 113.4 cm 55.6 cm

Driving:
High-Speed

RegTrack 37.6 cm 34.5 cm
RegTrack-Direct 34.8 cm 31.0 cm

A2R 247.0 cm 149.0 cm

Table 3: Summary of experimental results for all
nodes in each experiment. Note that in the station-
ary case, the RegTrack and RegTrack-Direct meth-
ods of evaluation are synonymous.

7. FUTURE WORK
Before we can fully realize our vision of a complete stan-

dalone localization system, RegTrack needs an additional
component to compute the instantaneous relative positions
of any of the nodes participating in the localization pro-
cess following a temporary loss of all satellite locks. This
is also necessary to initialize the tracking at start-up time
and because any complete loss of satellite locks resulting
in fewer than four visible satellites will necessitate a com-
plete re-initialization of the tracking algorithm. To tackle
this problem, we have a very clear idea for the continua-
tion of our work. Aside from the obvious advantage of be-
ing able to accurately track a set of receivers through time,
the centimeter-scale results obtained from our algorithm are

useful because they enable us to mathematically reverse the
relative motions of a receiver such that an initial receiver-
receiver baseline can be estimated as if both receivers had
remained stationary. That is, it will be possible to estimate
the relative positions of two receivers at any given time based
on data from multiple epochs.

To make this clearer, assume that a node exists with a gen-
eral idea of its (reference) location on Earth and is trying
to localize a second roving node. Since only a general idea
of the absolute location of a node is required to produce
an extremely accurate satellite direction vector, it can be
assumed that the reference location is precisely known and
does not change over time; likewise, this paper has demon-
strated that the relative motions of a roving node can be
tracked very accurately, leaving only the coordinates of the
initial baseline vector to be determined. Thus, a system of
range equations can be written as a function of the initial
baseline coordinates with respect to the “stationary” refer-
ence at some arbitrary time. Using this model as a basis for
our future work, our next research step will be to determine
a way to use it to provide centimeter-scale relative positions
without requiring tracking initialization.

A final natural extension to RegTrack that has the poten-
tial to improve the overall results is to perform a network-
wide localization step using the the individual location vec-
tors computed by the nodes. In surveying terms, this is re-
ferred to as “closing the loop,” whereby the addition of any
number of relative vectors which form a closed-loop from
one receiver back to itself should equal 0. In a network of
n nodes, (n − 1) such vectors are sufficient to compute the
relative locations of any of the nodes. In our system, we
will have far more than this required number, resulting in
an overdetermined system. Any number of optimization ap-
proaches could be used to estimate the node locations while
minimizing overall error.

8. CONCLUSION
This paper presented a novel approach to GPS-based dif-

ferential tracking of mobile nodes. The evaluation of the
technique under various conditions clearly showed the fea-
sibility of achieving an order of magnitude improvement in
localization accuracy over the traditional absolute position-
ing algorithms provided by standard GPS while relying on
low-cost, single frequency receivers alone.

Unlike most GPS-based navigation solutions, our ap-
proach does not snap positions to maps or try to use a dy-
namic model for the motions of the receivers (other than dur-
ing satellite losses of lock). Also unlike other high-precision
GPS localization techniques used in applications for which
our system may have utility in its current tracking-based
state (e.g. Differential GPS, Real-Time Kinematic naviga-
tion, or any number of post-processing methods used in ap-
plications such as land surveying, precision agriculture, tem-
poral feature extraction, or multiple sensing-modality local-
ization apps), our approach does not require a stationary
calibration phase, using only instantaneous relative node lo-
cations for tracking initialization.

By allowing a network of GPS receivers to share their raw
satellite measurements with one another, we were able to
achieve centimeter-scale tracking accuracy via:

• Better modeling and correction of the error sources
unique to the two-receiver localization case,



• Creation of a new observation model called the Dual-
Epoch, Double-Differenced model which is able to use
independent satellite observations from two receivers
through time to create a set of unambiguous, highly-
accurate carrier phase equations representing the rel-
ative satellite-receiver changes in range, and

• Integration of this new model into a tracking algorithm
that produces pairwise 3D location vectors between a
local node and any number of remote receivers.

In three different walking experiments, we were able to
achieve improvements ranging from 7-20x better than the
corresponding “standard” GPS positioning techniques, and
sub-meter accuracy was likewise achieved while driving at
various speeds, with varying baseline lengths, and under
difficult GPS conditions. The demonstrated high-accuracy
of RegTrack is notable because the approach uses a form of
dead reckoning in which errors accumulate over time.

Likewise, our experiments included receiver-receiver base-
line lengths ranging from 0 m all the way up to 3.5 km, with
little to no impact on the precision of the results. We con-
clude, therefore, that our method is quite robust to chang-
ing baseline lengths (within reason), and the limiting factor
may be the various mathematical assumptions mentioned
in Section 4.3 regarding use of the Dual-Epoch, Double-
Differenced model in tracking. As such, we anticipate sim-
ilar levels of accuracy to be achievable for baselines up to
∼1000 km in length.

Finally, we note that our method has several unique char-
acteristics that make it attractive for a wide array of use
cases. First, since our tracking algorithm works on pairwise
sets of satellite data, its computational complexity does not
grow with the addition of GPS receivers to the network. In
fact, with modern processing speeds, the primary bottleneck
is the communication bandwidth required to broadcast the
raw satellite measurements among a potentially large num-
ber of receivers. Since the amount of data transmitted from
a single node every second is actually quite low (on the order
of 500 bytes/second), there are better ways (than the naive
multicast approach used in our experiments) of approaching
this problem if and when communication scalability becomes
a problem. Secondly, since each and every node considers
itself to be the “reference node” in our technique, the sys-
tem is symmetric and contains no single point of failure. If
any node experiences problems, it will simply drop out of
localization participation until the problem is resolved.

The approach presented in this paper represents a large
first step toward our ultimate goal of a complete standalone
relative localization system using only low-cost, commercial
GPS receivers. The research in its present state already has
significant utility in the realm of precision tracking, which
currently has a notable lack of simple, low-cost solutions.
While our technique is elegant in its simplicity, we truly
believe that it has the ability to open doors for further re-
search and applications that are either difficult, out of reach,
or prohibitively expensive given the current state of the art.
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